
 

 

PLEASE SCROLL DOWN FOR ARTICLE

This article was downloaded by:
On: 21 January 2011
Access details: Access Details: Free Access
Publisher Taylor & Francis
Informa Ltd Registered in England and Wales Registered Number: 1072954 Registered office: Mortimer House, 37-
41 Mortimer Street, London W1T 3JH, UK

International Reviews in Physical Chemistry
Publication details, including instructions for authors and subscription information:
http://www.informaworld.com/smpp/title~content=t713724383

Recent advances in electronic structure theory: Method of moments of
coupled-cluster equations and renormalized coupled-cluster approaches
Piotr Piecuch; Karol Kowalski; Ian S. O. Pimienta; Michael J. Mcguire

Online publication date: 26 November 2010

To cite this Article Piecuch, Piotr , Kowalski, Karol , Pimienta, Ian S. O. and Mcguire, Michael J.(2002) 'Recent advances in
electronic structure theory: Method of moments of coupled-cluster equations and renormalized coupled-cluster
approaches', International Reviews in Physical Chemistry, 21: 4, 527 — 655
To link to this Article: DOI: 10.1080/0144235021000053811
URL: http://dx.doi.org/10.1080/0144235021000053811

Full terms and conditions of use: http://www.informaworld.com/terms-and-conditions-of-access.pdf

This article may be used for research, teaching and private study purposes. Any substantial or
systematic reproduction, re-distribution, re-selling, loan or sub-licensing, systematic supply or
distribution in any form to anyone is expressly forbidden.

The publisher does not give any warranty express or implied or make any representation that the contents
will be complete or accurate or up to date. The accuracy of any instructions, formulae and drug doses
should be independently verified with primary sources. The publisher shall not be liable for any loss,
actions, claims, proceedings, demand or costs or damages whatsoever or howsoever caused arising directly
or indirectly in connection with or arising out of the use of this material.

http://www.informaworld.com/smpp/title~content=t713724383
http://dx.doi.org/10.1080/0144235021000053811
http://www.informaworld.com/terms-and-conditions-of-access.pdf


Recent advances in electronic structure theory: Method of moments of
coupled-cluster equations and renormalized coupled-cluster approaches

PIOTR PIECUCH*{, KAROL KOWALSKI, IAN S. O. PIMIENTA and
MICHAEL J. MCGUIRE

Department of Chemistry, Michigan State University, East Lansing, MI 48824, USA

The recently developed new approach to the many-electron correlation
problem in atoms and molecules, termed the method of moments of coupled-
cluster (CC) equations (MMCC), is reviewed. The ground-state MMCC formal-
ism and its extension to excited electronic states via the equation-of-motion
coupled-cluster (EOMCC) approach are discussed. The main principle of all
MMCC methods is that of the non-iterative energy corrections which, when
added to the ground- and excited-state energies obtained in the standard CC
calculations, such as CCSD or EOMCCSD, recover the exact, full con®guration
interaction (CI) energies. Three types of the MMCC approximations are reviewed
in detail: (i) the CI-corrected MMCC methods, which can be applied to ground
and excited states; (ii) the renormalized and completely renormalized CC methods
for ground states; and (iii) the quasi-variational MMCC approaches for the
ground-state problem, including the quadratic MMCC models. It is demonstrated
that the MMCC formalism provides a new theoretical framework for designing
`black-box’ CC approaches that lead to an excellent description of entire potential
energy surfaces of ground- and excited-state molecular systems with an ease of use
of the standard single-reference methods. The completely renormalized (CR)
CCSD(T) and CCSD(TQ) methods and their quadratic and excited-state MMCC
analogues remove the failing of the standard CCSD, CCSD(T), EOMCCSD and
similar methods at larger internuclear separations and for states that normally
require a genuine multireference description. All theoretical ideas are illustrated by
numerical examples involving bond breaking, excited vibrational states, reactive
potential energy surfaces and di� cult cases of excited electronic states. The
description of the existing and well-established variants of the MMCC theory,
such as CR-CCSD(T), is augmented by the discussion of future prospects and
potentially useful recent developments, including the extension of the black-box
CR-CCSD(T) method to excited states.
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1. Introduction
The standard single-reference coupled-cluster (CC) methods [1±5], such as CCSD

[6] (CC approach with singles and doubles), and the non-iterative CCSD‡
T…CCSD† ˆ CCSD‰TŠ [7] and CCSD(T) [8] approaches that account for the e� ect
of triexcited clusters using arguments based on the many-body perturbation theory
(MBPT), in either the spin-orbital [6±8] and spin-free [9±11] or orthogonally spin-
adapted [12±14] forms, are nowadays routinely used in accurate ab initio
calculations for atomic and molecular systems [15±19]. The idea of adding the a

P. Piecuch et al.528

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
6
:
3
2
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



posteriori corrections due to higher-than-doubl y excited clusters to CCSD energies,
on which the CCSD[T] and CCSD(T) approaches and their more recent CCSD…TQf†
extension [20] are based, is particularly appealing, since it leads to methods that o� er
the best compromise between high accuracy and relatively low computer cost, as has
been demonstrated over and over in numerous molecular applications [15±19].
Although it is nowadays possible to include the triply, quadruply and even pentuply
excited clusters in a completely iterative manner (a great new programming strategy
developed by KaÂ llay and SurjaÂ n [21] allows one to write e� cient computer codes for
CC methods with clusters of any rank), the resulting CCSDT (CC singles, doubles
and triples) [22, 23], CCSDTQ (CC singles, doubles, triples and quadruples) [24±27]
and CCSDTQP (CC singles, doubles, triples, quadruples and pentuples) [28]
approaches appear, at least at the present time, to be far too expensive for routine
applications. For example, the full CCSDT and CCSDTQ methods require iterative
steps that scale as n3

on5
u and n4

on6
u, respectively (no (nu) is the number of occupied

(unoccupied) orbitals in the molecular orbital basis), which means that the computer
time associated with the full CCSDT and CCSDTQ calculations grows as N 8

and
N 10

, respectively, with molecular size (N is a general measure of the molecular size).
This restricts the applicability of these methods to very small systems consisting of
¹2-3 light atoms. For comparison, the CCSD(T) method is an n2

on4
u (or N 6

)
procedure in the iterative CCSD part and an n3

on4
u (N 7

) procedure in the non-
iterative part related to the calculation of the triples (T) correction. In consequence,
it is nowadays possible to perform the CCSD(T) calculations for systems with 10±20
atoms. The application of the local correlation formalism of Pulay and Saebù [29±
31], within the context of the CC theory [32±35], enabled SchuÈ tz and Werner to
extend the applicability of the CCSD(T) approach to systems with ¹100 atoms [32,
34, 35]. The CCSD…TQf † method, with its manageable, N 7

-type, n2
on5

u scaling in the
non-iterative part related to the calculation of the factorized quadruples (Qf )
correction, should become increasingly more popular in the near future, particularly
when there is a need to include the combined e� ect of triples and quadruples in the
calculations.

Unfortunately, it is not possible to apply the CCSD(T), CCSD…TQf† and similar
methods to potential energy surfaces (PESs) involving bond breaking, if the spin-
adapted restricted Hartree±Fock (RHF) con®guration is used as a reference (cf.,
for example, [18, 36±49] and references therein). The CCSD method itself, on which
the non-iterative CCSD[T], CCSD(T) and CCSD…TQf† approaches are based, is
inadequate for the description of bond breaking, as it neglects the important triply
and quadruply excited clusters. The triples and quadruples corrections of the
CCSD[T], CCSD(T) and CCSD…TQf† methods make the situation even worse, since
the standard MBPT arguments, on which the non-iterative CC approximations are
based, fail owing to the divergent behaviour of the MBPT series at larger inter-
nuclear separations. As a result, the PESs produced by the CCSD(T), CCSD…TQf†
and other non-iterative CC approaches are completely unphysical [18, 36±49]. The
iterative analogues of the CCSD[T], CCSD(T) and CCSD…TQf† methods, including
the CCSDT-n [13, 50±53] and CCSDTQ-1 [54] approaches, and the non-iterative
CCSDT ‡ Q…CCSDT† ˆ CCSDT‰QŠ [54] and CCSDT…Qf† [20] approximations, in
which the non-iterative quadruples corrections are added to the CCSDT energies,
improve the description of PESs in the bond-breaking region (particularly when the
local correlation formalism is employed [35]), but ultimately all of these approaches
break down because of the divergent behaviour of the MBPT series at large
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internuclear distances (see, for example [36, 39, 40, 45]), particularly when multiple
bonds are broken [36, 45].

A very similar failure of the standard CC approximations is observed when we
apply them to PESs of excited states. The response CC methods [55±60] and the
closely related equation-of-motion CC (EOMCC) approaches [61±64] provide very
good results for excited states dominated by single excitations (cf., for example, [61±
63, 65±71]), but accurate calculations of excited states of quasi-degenerate systems
(particularly excited states having large doubly excited components) and accurate
calculations of larger portions of excited-state PESs with the standard response CC
and EOMCC approximations , including EOMCCSD [61±63], EOMCCSD(T) [65],
EOMCCSD(~TT) [66], EOMCCSD(T

0
) [66], EOMCCSDT-n [65, 66], CCSDR(3) [70,

71] and CC3 [68±71], are not possible (see, for example, [63, 65±79]). The magnitude
of the problem can be illustrated by the ¹2 eV errors in the EOMCCSD results and
¹0:9 eV errors in the EOMCCSDT-1 and CC3 results for the lowest 1¢g state of C2,
which is located at ¹2 eV above the ground state [71]. The failure of the standard
response CC or EOMCC approaches in calculations for excited states dominated by
doubles and excited-state PESs can largely be remedied by switching to the full
EOMCCSDT (EOMCC singles, doubles and triples) method [75, 76, 80, 81], but, as
in the case of the full CCSDT ground-state method, the EOMCCSDT approach
represents an expensive iterative n3

on5
u (N 8

) procedure, which can only be applied to
small systems [75, 76, 80, 81]. Moreover, as pointed out in [73], there may be
situations in which even the full EOMCCSDT scheme breaks down. Clearly, there is
a need for new excited-state methods that would account for higher±than±double
excitations without invoking the prohibitively expensive steps of the full
EOMCCSDT and EOMCCSDTQ (EOMCC singles, doubles, triples and quad-
ruples) approaches.

The most natural solution to all of the above problems is obtained by switching
to the genuine multireference CC (MRCC) formalisms of the state-universal [15, 18,
82±98] or valence-universal [15, 18, 99±102] type, which are speci®cally designed to
handle general open-shell and quasi-degenerate states (including, at least in principle,
di� cult cases of bond breaking or excited states). However, it is formally much
easier to apply the standard single-reference CC or EOMCC methods, which do not
su� er from intruder states and multiple, singular, or unphysical solutions that plague
the genuine MRCC theories (cf., for example, [85, 90±94, 103, 104]). Moreover, the
single-reference CC/EOMCC methods have an ease of application that is not
matched by the existing MRCC approaches. The newly developed state-speci®c
MRCC approaches (cf., for example, [105±114]), the similarity-transformed
EOMCC method [115±119] and, perhaps, the new MRCC approach combining
the MBPT and MRCC ideas [96, 98], which are all based on the genuine multi-
reference formalism, may change this situation, but none of the existing state-speci®c
MRCC methods is simple or general enough to be as widely applicable as the
standard CCSD, CCSD(T) or EOMCCSD approaches. Thus, in spite of the
tremendous progress in CC theory, which is nowadays routinely used in accurate
calculations of many properties of closed-shell and simple open-shell molecular
systems, there is a continuing need for new ideas that would extend the applicability
of the conventional CC methods to entire molecular PESs and excited electronic
states of arbitrary type.

A few approaches have been suggested in recent years with an intention of
removing the pervasive failing of the RHF-based single-reference CC approxima-
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tions at larger internuclear separations, while avoiding the complexity of the genuine
MRCC theory. The representative examples include the reduced multireference
CCSD (RMRCCSD) method [18, 120±126], the active-space CC approaches (also
known as the SSCC or SSMRCC methods) [27, 37, 39, 40, 44, 74±76, 81, 127±137],
the orbital-optimized CC methods [138,139], the non-iterative approaches based on
the partitioning of the similarity-transformed Hamiltonian [140±143] (cf. [144] for
the original idea) and the renormalized and completely renormalized CC approaches
[41±47, 49]. The last of these approaches are based on the more general formalism of
the method of moments of CC equations (MMCC) [41±43, 47, 48, 77, 78, 97], which
can be applied to ground- and excited-state PESs. All of the above methods focus on
improving the description of bond breaking, while retaining the simplicity of the
single-reference description based on the spin- and symmetry-adapted references of
the RHF type.

At the risk of introducing spin contamination, one can also improve the
description of bond breaking (often, signi®cantly) by employing the unrestricted
Hartree±Fock (UHF) (see, for example, [36]) or the restricted but `spin-¯ipped’ [145]
reference con®gurations. In the latter case, one uses the standard EOMCCSD theory
to obtain the desired singlet ground state as an excitation from the approximate
triplet state resulting from the CCSD calculations with the high-spin, `spin-¯ipped’,
reference. Although the ground electronic states obtained in the so-called Spin-Flip
(SF) CCSD calculations are spin contaminated at all internuclear separations
(including equilibrium geometries), the resulting PESs involving single bond break-
ing and the results for molecular systems having diradical character are very good
[145, 146]. The SFCC methods can also be used to study singlet±triplet gaps in
diradicals [147]. Interestingly enough, the PESs involving single bond breaking
obtained in the SFCCSD calculations are considerably better than the PESs
obtained in the UHF-based CC calculations [145, 146]. Furthermore, by using the
same, `spin-¯ipped’, high-spin reference at all internuclear geometries, the SFCCSD
model and its orbital-optimized SFOD version do not introduce a non-analytic
behaviour of the PES in the region of transition between the triplet stable and triplet
unstable solutions of the Hartree±Fock equations, observed in the UHF-based CC
calculations [36, 148]. On the other hand, it may be quite di� cult to generalize the
SFCCSD and SFOD methods to PESs involving multiple bond breaking, since
breaking multiple bonds will require considering the iterative SFCC (i.e. EOMCC)
methods with higher-than-doubl y excited clusters. The spin contamination of
electronic states obtained in the Spin-Flip and UHF-based CC calculations may
cause problems in some applications. The use of the spin±orbital formalism in the
SFCC and UHF-based CC methods does not allow for a number of simpli®cations
which are normally possible when the spin and spatial symmetries are present in
molecular systems.

In this article, we focus on the single-reference approaches that are based on
using the spin- and symmetry-adapted reference con®gurations. Of all of the
approaches of this type, the RMRCCSD method of Paldus and Li [18, 120±126]
and the active-space CC or SSCC approaches of Adamowicz, Piecuch and co-
workers [27, 37, 39, 40, 44, 74±76, 81, 127±135] are particularly promising. They
proved to be successful in describing quasi-degenerat e ground states [27, 39, 120,
123, 131], bond breaking [37, 39, 40, 44, 121, 122,124±126, 128, 129, 132, 135], ro-
vibrational term values including highly excited states near dissociation [40, 125, 126]
and property functions [134]. The RMRCCSD and active-space CC methods largely
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preserve the formal simplicity of the single-reference CC theory and are relatively
easy to use, although, in analogy to genuine multireference approaches, they require
active orbitals to be chosen, which in some cases may be a di� cult thing to do. In
addition, the RMRCCSD approach requires that one performs multireference
con®guration interaction (MRCI) calculations prior to standard CCSD calculations
in order to extract information about important triply and quadruply excited clusters
(the RMRCCSD approach belongs to a wider category of the externally corrected
CC methods, in which non-CC wavefunctions are used to provide information about
triply and quadruply excited clusters [13, 14, 18, 149±153]). These MRCI calculations
may, in some cases, substantially increase the computer costs of the RMRCCSD
calculations. In addition, it is not possible to apply the RMRCCSD method to
several electronic states of the same symmetry. The active-space CC or SSCC
approaches of Adamowicz, Piecuch and co-workers, in which higher-than-doubly
excited components of the cluster operator are selected through active orbitals, have
fewer limitations. In particular, the CCSDt and CCSDtq [39, 40, 44] or SSCCSD(T)
and SSCCSD(TQ) [27, 127±135] methods are a lot less expensive than their parent
CCSDT and CCSDTQ approaches. In addition, the active-space CC approaches can
easily be extended to excited states of the same or di� erent symmetries via the
EOMCC formalism [74±76, 81] (cf. also the remarks given below). They do not
eliminate, however, the need to de®ne active orbitals and they require iterating
higher±than±doubly excited clusters, which means that they are technically more
complicated than the non-iterative CC approaches of the CCSD(T) type.

The perturbative approaches based on the partitioning of the similarity-
transformed Hamiltonian of Gwaltney and Head-Gordon [140±143] and the
renormalized and completely renormalized CC approaches of Kowalski and Piecuch
[41±47, 49], in which non-iterative energy corrections are added to the results of
standard (e.g. CCSD) calculations, are considerably simpler in this regard. As shown
in this work, the completely renormalized CC methods [41±47, 49] and other MMCC
approximations [41, 48, 77, 78] are capable of producing PESs of MRCC or MRCI
quality with the ease of use of the non-iterative CCSD(T) or CCSD…TQf†
approximations.

A few new, single-reference-like, methods have also been suggested with an
intention of removing the failing of the standard EOMCC approximations for
excited states dominated by double excitations and excited-state PESs. The excited-
state extensions of the active-space CC approaches mentioned above [74±76, 81] and
the excited-state extensions of the MMCC theory [47, 77, 78] (both utilizing the
EOMCC formalism) are among the most promising approaches in this area. Other
attempts to improve the results of the standard EOMCC calculations, including the
EOMCC extensions of the orbital-optimized CC methods [79], have proved to be
unsuccessful. As demonstrated in this article, the excited-state extensions of the
MMCC theory, in which simple, non-iterative energy corrections of the CCSD(T) or
CCSD…TQf† type are added to the energies obtained in approximate EOMCC (e.g.
EOMCCSD) calculations, remove the failing of the standard EOMCC methods for
states dominated by double excitations. They also provide an excellent description of
entire excited-state PESs [47, 77, 78].

The main idea of the MMCC formalism and of the related renormalized and
completely renormalized CC approaches [41±49, 77, 78] is that of the simple, state-
selective, non-iterative energy corrections which, when added to the energies
obtained in the standard CC or EOMCC (CCSD, EOMCCSD, etc.) calculations,
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recover the exact, full CI, energies of the electronic states of interest. Thus, the
MMCC methods and the renormalized and completely renormalized CC approaches
preserve the conceptual and computational simplicity of the non-iterative CC
methods, such as CCSD(T), CCSD…TQf † or EOMCCSD(T), while o� ering us a
new way of controlling the quality of CC or EOMCC results by directly focusing on
the quantity of interest, which is the di� erence between the exact and CC or
EOMCC energies. In MMCC calculations, we are not just interested in improving
the Hartree±Fock or some other independent-particle-mode l (IPM) description by
adding corrections due to correlation, as we do in the standard quantum chemical
approaches, with the hope that the more we add the better the results that are
obtained (which, by the way, is not always the case). We are rather dealing with the
remanent errors that occur in the standard CC or EOMCC calculations, which we
can estimate by using the explicit and non-trivial relationships between the CC or
EOMCC and full CI energies de®ning the MMCC theory. This is particularly
important in situations where conventional arguments originating from MBPT,
which are often used to design the standard CC approximations, fail owing to
divergent behaviour of the MBPT series (as is, for example, the case in studies of
quasi-degenerate and excited states, and bond breaking).

In our view, the MMCC theory represents an exciting development in the area of
new CC methods for molecular PESs. The MMCC-based completely renormalized
CCSD(T), CCSD(TQ) and CCSDT(Q) methods and the EOMCC-based MMCC
approaches to excited states provide highly accurate results for ground- and excited-
state PESs, while preserving the `black-box’ character and the relatively low
computer cost of the non-iterative CC schemes. In this article, we overview the
MMCC theory and various approximations that result from it, including the highly
promising completely renormalized CC methods, and show examples of successful
applications of these new approaches to molecular PESs and vibrational and
electronic spectra. The review of the previously published material [41±49, 77, 78]
is combined with the examples of new applications. Some very recent methodological
developments in the area of the MMCC theory, including the so-called quasi-
variational and quadratic MMCC methods, are described as well.

2. The method of moments of coupled-cluster equations: an overview of the general
formalism

As implied by the remarks made in the Introduction, the main idea of the
MMCC theory is that of the non-iterative, state-speci®c, energy corrections

¯
…A†
K

² EK ¡ E
…A†
K

…1†

which, when added to the energies of ground and excited states, E
…A†
K , obtained in the

standard CC/EOMCC or MRCC calculations, referred to in this paper as method A,
recover the corresponding exact (full CI) energies EK . Here and elsewhere in this
paper, we use a notation in which K ˆ 0 represents the ground state and the K > 0
values correspond to excited states. The main purpose of all approximate MMCC
calculations is to estimate corrections ¯

…A†
K , such that the resulting MMCC energies,

de®ned as

EMMCC
K

ˆ E
…A†
K

‡ ¯
…A†
K ; …2†

are close to the corresponding exact energies EK .
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Three types of MMCC theories have been developed so far. In the basic, ground-
state formalism (the K ˆ 0 case), which leads, in particular, to the renormalized and
completely renormalized CC methods, we add corrections ¯

…A†
0 to the energies

obtained in the standard single-reference CC calculations, such as CCSD or CCSDT
[41±43, 47, 48]. In the excited-state MMCC formalism (the K > 0 case), based on the
EOMCC theory, we add corrections ¯

…A†
K to the energies of excited states obtained in

the standard EOMCC calculations, such as EOMCCSD [47, 77, 78]. Finally, in the
MRCC extension of the MMCC theory, which applies to quasi-degenerate ground
and excited states, we add corrections ¯

…A†
K to the energies obtained in the state-

universal MRCC calculations, such as SUMRCCSD [97, 98]. In this article, we focus
on the basic ground-state MMCC theory and its extension to excited states via the
EOMCC formalism. We begin our discussion with the ground-state theory.

2.1. The ground-state MMCC theory
In the single-reference CC theory, the ground-state wavefunction jC0i of an N-

electron system, described by the Hamiltonian H, is de®ned as follows:

jC0i ˆ eT jFi; …3†

where T is the cluster operator and jFi is the IPM reference con®guration (e.g. the
Hartree±Fock determinant) de®ning the Fermi vacuum. Typically, we truncate the
many-body expansion of cluster operator T at a conveniently chosen excitation level.
Thus, if A represents the standard single-reference CC approximation and if mA < N
is the excitation level characterizing method A, the formula for cluster operator T

…A†

de®ning method A is

T
…A† ˆ

XmA

nˆ1

Tn; …4†

where Tn, n ˆ 1; . . . ; mA, are the many-body components of T
…A†

. The standard
CCSD method is obtained by setting mA ˆ 2 in equation (4). In the CCSDT method,
mA ˆ 3, in the CCSDTQ approach, mA ˆ 4, etc.

In all standard CC approximations , the cluster operator T
…A†

is obtained by
solving the system of nonlinear algebraic equations

Q
…A† ·HH

…A†jFi ˆ 0; …5†

where

·HH
…A† ˆ e

¡T
…A†

HeT
…A† ˆ …HeT

…A† †
C

…6†

is the similarity-transforme d Hamiltonian of the CC theory. We use a notation in
which subscript C designates the connected part of the corresponding operator
expression and Q

…A†
is the projection operator onto the subspace of all excited

con®gurations included in T
…A†

, i.e.

Q
…A† ˆ

XmA

nˆ1

Qn; …7†

where Qn is the projection operator onto the subspace of the n-tuply excited
con®gurations relative to reference jFi. The system of CC equations, equation (5),
is obtained by inserting the CC wavefunction jC0i, equation (3), with T ˆ T

…A†
, into

the electronic SchroÈ dinger equation, premultiplying both sides of the SchroÈ dinger
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equation on the left by e
¡T

…A†
and projecting the resulting connected cluster form of

the SchroÈ dinger equation [3, 4, 15, 18, 41] onto the excited con®gurations included in
T

…A†
(represented here by the projection operator Q

…A†
). Once the system of

equations, equation (5), is solved for T
…A†

, the CC energy is calculated using the
formula

E
…A†
0

ˆ hFj ·HH
…A†jFi; …8†

obtained by projecting the connected cluster form of the SchroÈ dinger equation on
jFi.

By analysing the relationships between multiple solutions of the nonlinear
equations representing di� erent CC approximations (CCSD, CCSDT, etc.), Piecuch
and Kowalski arrived at an interesting expression for the non-iterative correction

¯
…A†
0 which, when added to the energy obtained in the standard CC calculations, E

…A†
0 ,

equation (8), gives the full CI ground-state energy E0. The result of their consider-
ations can be stated as follows [41±43, 47, 48]:

¯
…A†
0

² E0 ¡ E
…A†
0

ˆ
XN

nˆmA‡1

Xn

jˆmA‡1

hC0jQn Cn¡j…mA† MCC
j

…mA†jFi=hC0jeT
…A† jFi; …9†

where

Cn¡j…mA† ˆ …eT
…A† †

n¡j
…10†

is the …n ¡ j†-body component of the CC wave operator eT
…A†

, de®ning method A,
and where

MCC
j

…mA†jFi ² Qj ·HH
…A†jFi ˆ

X

J

MCC;…j†
J

…mA† jF…j†
J

i …11†

is the quantity de®ned through the coe� cients

MCC;… j†
J

…mA† ˆ hF…j†
J

j ·HH
…A†jFi …12†

that represent the projections of the single-reference CC equations of method A on all
j-tuply excited con®gurations jF… j†

J
i with j > mA. The Cn¡j…mA† quantities are very

easy to generate. The zero-body term, C0…mA†, equals 1, the one-body term, C1…mA†,
equals T1, the two-body term, C2…mA†, equals T2 ‡ 1

2 T 2
1 if mA ¶ 2, etc. The

MCC;…j†
J

…mA† quantities, equation (12), represent the generalized moments of CC
equations (for a discussion of the relationship between the method of moments of
Krylov [154] and the CC theory, see [155]). They can be easily generated for the basic
CC approximations, such as CCSD (the mA ˆ 2 case). It should be noted that the
generalized moments MCC;… j†

J
…mA†, or their MCC

j
…mA†jFi analogues de®ned by

equation (11), can be viewed as the most fundamental quantities for the standard
CC methods. For example, the system of nonlinear equations de®ning method A,
equation (5), can be obtained by imposing the requirement that the MCC;… j†

J
…mA†

moments, with J running over all j-tuply excited con®gurations with j ˆ 1; . . . ; mA,
vanish.

The meaning of equation (9) is as follows. If we want to obtain the exact, full CI,
energy by adding the non-iterative correction ¯

…A†
0 to the energy E

…A†
0 obtained in the

standard CC calculations with method A, we must calculate the generalized
moments MCC;…j†

J
…mA† corresponding to projections of CC equations on all excited

con®gurations that are not included in method A. Thus, if we, for example, want to
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recover the full CI energy by adding the correction ¯
…A†
0 to the CCSD energy (the

mA ˆ 2 case), we have to calculate the generalized moments of the CCSD equations
corresponding to projections of these equations on triply, quadruply, pentuply and
hextuply excited con®gurations, i.e.

Mabc
ijk

…2† ˆ hFabc
ijk

j ·HHCCSDjFi; …13†

Mabcd
ijkl

…2† ˆ hFabcd
ijkl

j ·HHCCSDjFi; …14†

Mabcde
ijklm

…2† ˆ hFabcde
ijklm

j ·HHCCSDjFi; …15†

Mabcdef
ijklmn

…2† ˆ hFabcdef
ijklmn

j ·HHCCSDjFi: …16†

Here,

·HHCCSD ˆ e
¡…T1‡T2†

HeT1‡T2 ˆ …HeT1‡T2 †
C

…17†

is the similarity-transformed Hamiltonian of the CCSD approach and jFabc
ijk

i, jFabcd
ijkl

i,
jFabcde

ijklm
i and jFabcdef

ijklmn
i are the triply, quadruply, pentuply and hextuply excited con®gur-

ations, respectively. We use the standard notation, in which i; j; k; l; m; n; . . .
represent the spin-orbitals occupied in jFi and a; b; c; d ; e; f ; . . . are the unoccupied
spin±orbitals. The calculation of the above moments allows us to de®ne quantities
MCC

j
…2†jFi with j ˆ 3-6,

MCC
3

…2†jFi ˆ
X

i<j<k

a<b<c

Mabc
ijk

…2†jFabc
ijk

i; …18†

MCC
4

…2†jFi ˆ
X

i<j<k<l
a<b<c<d

Mabcd
ijkl

…2†jFabcd
ijkl

i; …19†

MCC
5

…2†jFi ˆ
X

i<j<k<l<m
a<b<c<d<e

Mabcde
ijklm

…2†jFabcde
ijklm

i; …20†

MCC
6

…2†jFi ˆ
X

i<j<k<l<m<n
a<b<c<d<e<f

Mabcdef
ijklmn

…2†jFabcdef
ijklmn

i; …21†

which can be subsequently used to determine the non-iterative correction

¯
CCSD
0

ˆ
XN

nˆ3

Xmin…n;6†

jˆ3

hC0jQn Cn¡j…2† MCC
j

…2†jFi=hC0jeT1‡T2 jFi …22†

to the CCSD energy. We do not have to consider the projections of the CCSD
equations on higher-than-hextupl y excited con®gurations, since for Hamiltonians
containing up to two-body interactions the MCC

j
…2†jFi quantities with j > 6 vanish.

The original proof of equation (9), presented by Piecuch and Kowalski in [41],
has been based on the so-called Fundamental Theorem of the Formalism of ­ -
Nested equations. This theorem, stated and proved in [41], describes precise
mathematical relationships between multiple solutions of the single-reference CC
equations representing di� erent CC approximations (CCSD, CCSDT, etc.). An
elementary derivation of equation (9), based on applying the resolution of identity to
a simple asymmetric energy expression, termed the MMCC functional, i.e.

LCC‰CŠ ˆ hCj…H ¡ E
…A†
0

†eT
…A† jFi=hCjeT

…A† jFi; …23†
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introduced for the ®rst time in [42], has been given in appendix A of [42]. The

functional LCC‰CŠ has the important property that, when jCi in equation (23) is
replaced by the exact ground-state wavefunction jC0i, we obtain the exact value of

the correction ¯
…A†
0 :

LCC‰C0Š ˆ E0 ¡ E
…A†
0

² ¯
…A†
0 : …24†

The elementary derivation of equation (9), based on exploiting the MMCC

functional LCC‰CŠ, equation (23), can also be found in appendix A of this article.

The possibility of applying the MMCC functional of Piecuch and Kowalski in
direct calculations of non-iterative corrections to standard CC energies has been

investigated in [156, 157]. In our view, it is much better to use the non-iterative
corrections ¯

…A†
0 , given by equation (9), or their CCSD counterparts ¯CCSD

0 , given by

equation (22). These equations have a very interesting many-body structure, which

allows one to propose a variety of simple approximations that can, in turn, be easily
incorporated into the existing electronic structure packages and subsequently applied

to relatively large molecular systems and large basis sets by expressing corrections

¯
…A†
0 in terms of the low-order moments of CC equations (cf., for example, the most

recent, highly e� cient, implementation [158] of the MMCC-based renormalized and

completely renormalized CCSD(T) methods in GAMESS [159]). The direct applica-
tion of the MMCC functional leads to schemes that are prohibitively expensive for

the vast majority of applications. The authors of [156, 157] must have realized this,

since they have eventually decided to use the energy formula in terms of the
generalized moments of CC equations, which is the same as our equation (9) (cf.,

for example, [160]). On the other hand, it is interesting to see that the direct

application of the MMCC functional of Piecuch and Kowalski leads to considerable
improvements in the results of the standard CC calculations for PESs involving bond

breaking [156, 157].
Equation (9) is the basic equation of the ground-state MMCC formalism. The

two main elements of equation (9) are the aforementioned generalized moments of

CC equations and the wavefunction jC0i. The generalized moments of CC equations
can be calculated once we know the corresponding cluster operator T

…A†
. The

remaining issue is what we do with the wavefunction jC0i, which in the exact
MMCC theory represents the full CI ground state. As we will see in the later

sections, it is su� cient to use very simple forms of jC0i, generated in inexpensive

MBPT or CI calculations, to obtain excellent results for PESs involving bond
breaking. For example, the highly successful completely renormalized CCSD(T),

CCSD(TQ) and CCSDT(Q) methods, mentioned in the Introduction, employ the

MBPT(2)-like expressions for jC0i [41±47, 49]. Clearly, depending on the form of
jC0i and depending on the nature of approximations that are used to design the

speci®c form of ¯
…A†
0 , the results of MMCC calculations may not be strictly size

extensive. However, all approximate MMCC approaches resulting from equation (9)
lead to a correct description of a process of separation of a given N-electron system

into fragments consisting of no more than mA electrons each, independent of a

speci®c approximation used to de®ne jC0i [41, 42]. Thus, each MMCC method in
which we correct the CCSD energy using equation (22), or one of its approximate

variants described in section 3, provides a correct description of a separation of a

given N-electron system into non-interacting electron pairs, independent of the form
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of jC0i. An issue of size extensivity of approximate MMCC methods will be
addressed in section 3.4.

2.2. The excited-state MMCC formalism
As mentioned earlier, the MMCC theory can be extended to excited states via the

EOMCC formalism [47, 77, 78]. In this case, the non-iterative, state-speci®c, energy
corrections ¯

…A†
K , equation (1), are added to the energies of excited states, E

…A†
K ,

obtained in the standard EOMCC calculations. Let us recall that in the EOMCC
theory the excited states jCKi are obtained by applying the excitation operator RK to
the CC ground state, i.e.

jCK i ˆ RK jC0i; …25†

where jC0i is de®ned by equation (3). For the consistency of our presentation, the
operator RK is de®ned as a unit operator for K ˆ 0. The excited-state energies EK

and the corresponding excitation operators RK (K > 0) are obtained by diagonaliz-
ing the similarity-transforme d Hamiltonian ·HH ˆ e

¡THeT , where T is the cluster
operator obtained in the standard single-reference CC calculations.

In the exact EOMCC theory, the cluster operator T and the excitation operators
RK are sums of all relevant many-body components that can be written for a given
N-electron system, including the N-body ones. In the standard EOMCC approxima-
tions, such as EOMCCSD, the many-body expansions of T and RK are truncated at
some excitation level. Thus, if A represents the standard EOMCC approximation, in
which the many-body expansions of T and RK are truncated at the mA-body
components with mA < N , we obtain

T ’ T
…A† ˆ

XmA

nˆ1

Tn; …26†

RK ’ R
…A†
K

ˆ R
…A†
K ;0

‡ R
…A†
K ;open; …27†

where the `open’ part of R
…A†
K is de®ned by

R
…A†
K;open

ˆ
XmA

nˆ1

RK ;n; …28†

and Tn and RK;n are the n-body components of operators T
…A†

and R
…A†
K , respectively.

In the EOMCCSD method, mA ˆ 2, in the EOMCCSDT approach, mA ˆ 3, etc.
The cluster operator T

…A†
is obtained by solving equation (5), as discussed in section

2.1, whereas the excitation operators R
…A†
K are obtained by diagonalizing the

similarity-transformed Hamiltonian ·HH
…A†

, equation (6), in a space spanned by the
reference con®guration jFi and the excited con®gurations included in T

…A†
and R

…A†
K .

The resulting EOMCC equations, de®ning approximate method A, can be given the
following compact form:

…P ‡ Q
…A††… ·HH

…A† ¡ E
…A†
K

†R
…A†
K

jFi ˆ 0; …29†

where ·HH
…A†

and Q
…A†

are de®ned by equations (6) and (7), respectively, and
P ˆ jFihFj.

Once the cluster and excitation operators, T
…A†

and R
…A†
K , respectively, and the

ground- and excited-state energies E
…A†
K (K ¶ 0) are determined by solving the
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relevant CC/EOMCC equations, we calculate the MMCC corrections ¯
…A†
K , equation

(1), by using the following expression [47, 77, 78]:

¯
…A†
K

ˆ
XN

nˆmA‡1

Xn

jˆmA‡1

hCK jQn Cn¡j…mA†MEOMCC
K ; j

…mA†jFi=hCK jR
…A†
K eT

…A† jFi; …30†

where Cn¡j…mA† is de®ned by equation (10) and

MEOMCC
K; j

…mA†jFi ˆ Qj… ·HH
…A†

R
…A†
K

†jFi: …31†

The MEOMCC
K ;j

…mA†jFi quantities appearing in equation (30) can be expressed in
terms of the generalized moments of the EOMCC equations de®ning approximation
A, i.e. the left-hand side of the EOMCC eigenvalue problem involving ·HH

…A†
(the

… ·HH
…A†

R
…A†
K

†jFi term), projected on the j-tuply excited con®gurations relative to jFi:

MEOMCC
K; j

…mA†jFi ˆ
X

J

MEOMCC;…j†
K;J

…mA† jF…j†
J

i; …32†

where

MEOMCC;… j†
K;J

…mA† ˆ hF… j†
J

j… ·HH
…A†

R
…A†
K

†jFi …33†

are the projections of the … ·HH
…A†

R
…A†
K

†jFi term on the j-tuply excited con®gurations
jF…j†

J
i. As demonstrated in [77], the generalized moments of the EOMCC equations

can be calculated using the following expression:

MEOMCC;… j†
K;J

…mA† ˆ hF… j†
J

j… ·HH
…A†
openR

…A†
K;open

†
C; j

jFi ‡
Xj¡1

pˆmA‡1

hF…j†
J

j… ·HH
…A†
p R

…A†
K; j¡p

†
DC

jFi

‡ r
…A†
K;0

hF… j†
J

j ·HH
…A†jFi; …34†

where r
…A†
K;0 is the coe� cient at the reference con®guration jFi in the many-body

expansion of R
…A†
K

jFi, subscripts `open’, C and DC refer to open (i.e. having external
lines), connected and disconnected parts of a given operator expression and, in
general, Oj represents the j-body component of operator O. The computer programs
for the MMCC corrections ¯

…A†
K are based on equation (34), which is used to derive

the explicit formulae for MEOMCC;…j†
K;J

…mA† in terms of matrix elements of ·HH
…A†

.

The derivation of equation (30) is similar to the derivation of equation (9). In
order to derive equation (30), we have to consider the excited-state extension of the
functional LCC‰CŠ, equation (23), namely

LEOMCC‰CŠ ˆ hCj…H ¡ E
…A†
K

†R
…A†
K eT

…A† jFi=hCjR
…A†
K eT

…A† jFi: …35†

It should be noticed that equation (35) reduces to the ground-state functional
LCC‰CŠ when K ˆ 0 (recall that R

…A†
K is a unit operator for K ˆ 0). The

LEOMCC‰CŠ functional, equation (35), satis®es the property

LEOMCC‰CK Š ˆ EK ¡ E
…A†
K

² ¯
…A†
K : …36†

In other words, the functional LCC‰CŠ gives us the exact value of ¯
…A†
K when jCi in

equation (35) is replaced by the exact excited-state (K > 0) or ground-state (K ˆ 0)
wavefunction jCKi. We refer the reader to the original work by Kowalski and
Piecuch [77] and to appendix B of this article for the details of the derivation of
equation (30), employing the functional LEOMCC‰CŠ, equation (35).
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Equation (30), with Cn¡j…mA† de®ned by equation (10) and MEOMCC
K; j

…mA†jFi
de®ned by equations (32) and (34), is the basic equation of the excited-state MMCC
theory. This equation allows us to correct the CC/EOMCC energies (CC energies for
K ˆ 0 and EOMCC energies for K > 0) by calculating the non-iterative corrections

¯
…A†
K , using the information that can be extracted from the standard CC/EOMCC

calculations, i.e. operators T
…A†

and R
…A†
K and matrix elements of ·HH

…A†
, and by

subsequently adding the resulting corrections ¯
…A†
K to the CC/EOMCC energies E

…A†
K .

As in the ground-state MMCC theory, the main elements of equation (30) are the
EOMCC equations, in which T is approximated by T

…A†
and RK is approximated by

R
…A†
K , projected onto the excited con®gurations that are not included in method A

(the generalized moments of the EOMCC equations de®ning method A). For
example, if we want to recover the exact (full CI) energies EK by adding corrections

¯
…A†
K to the EOMCCSD energies EEOMCCSD

K (the mA ˆ 2 case), we must consider the
generalized moments of the EOMCCSD equations, i.e. the EOMCCSD equations
projected on triples, quadruples, etc., or

Mabc
K;ijk

…2† ˆ hFabc
ijk

j… ·HHCCSDRCCSD
K

†jFi; …37†

Mabcd
K;ijkl

…2† ˆ hFabcd
ijkl

j… ·HHCCSDRCCSD
K

†jFi; …38†

etc., where ·HHCCSD is the similarity-transformed Hamiltonian of the CCSD method
de®ned by equation (17) and

RCCSD
K

ˆ RK;0 ‡ RK;1 ‡ RK;2 ˆ RK;0 ‡ RCCSD
K;open

…39†

is the EOMCCSD excitation operator. Once these moments are determined, we can
construct quantities MEOMCC

K; j
…2†jFi with j > 2,

MEOMCC
K;3

…2†jFi ˆ
X

i<j<k
a<b<c

Mabc
K;ijk

…2†jFabc
ijk

i; …40†

MEOMCC
K;4

…2†jFi ˆ
X

i<j<k<l
a<b<c<d

Mabcd
K;ijkl

…2†jFabcd
ijkl

i; …41†

etc., which enter the ®nal expression for the non-iterative MMCC corrections

¯
EOMCCSD
K

ˆ
XN

nˆ3

Xn

jˆ3

hCK jQn Cn¡j…2† MEOMCC
K; j

…2†jFi=hCK jRCCSD
K eT1‡T2 jFi …42†

to the EOMCCSD energies EEOMCCSD
K .

In the exact MMCC theory, the wavefunctions jCK i are the full CI states. In
approximate MMCC methods, we rely on simple estimates of jCK i, provided, for
example, by inexpensive CI calculations, although other choices of jCKi, based
solely on the information obtained in the standard EOMCC calculations, whose
results we are trying to improve by adding corrections ¯

…A†
K , may be possible too (see

section 4). As shown in later sections, it is su� cient to use very simple forms of
wavefunctions jCKi to obtain excellent vertical excitation energies and excited-state
PESs. The only requirement that equation (30) imposes on the approximate form of
jCK i, to make it usable for the calculation of corrections ¯

…A†
K , is the presence of

higher-than-mA-tuply excited con®gurations in jCK i (e.g. triples in the mA ˆ 2 case).
Before describing the examples of speci®c MMCC approximations, let us

emphasize the state-selective character of the MMCC energy corrections. By having
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some approximate form of the wavefunction jCKi for a given electronic state, we can
determine the correction ¯

…A†
K without considering other states. We should also point

out that equation (30) represents a natural extension of the ground-state MMCC
formula, equation (9), to excited states. Formally, in the ground-state (K ˆ 0) case,
RK is a unit operator, rK ;0

ˆ 1, RK; j ˆ 0 for j > 0 or RK;open ˆ 0, so that (cf.
equation (34))

MEOMCC;… j†
0;J

…mA† ˆ hF… j†
J

j ·HH
…A†jFi ² MCC;…j†

J
…mA†; …43†

where MCC;… j†
J

…mA† are the generalized moments of the ground-state CC equations
(see equation (12)).

3. The ground- and excited-state MMCC(mA; mB) approximations , the renormalized
and completely renormalized CC approaches and the quasi-variationa l MMCC

methods: theory and examples of applications
The exact MMCC corrections ¯

…A†
K , equations (9) and (30), are expressed in terms

of the exact wave functions jCKi, which we usually do not know (if we knew the
exact jCKi states, we would not have to perform any calculations!) . In approximate
MMCC methods, referred to as the MMCC(mA; mB) schemes, wavefunctions jCi
are evaluated by using low-order MBPT expressions (in the K ˆ 0 case) or by
performing limited CI calculations (in the K ˆ 0 and K > 0 cases). In the
MMCC(mA; mB) methods, we limit ourselves to wave functions jCKi that do not
contain higher-than-mB-tuply excited components relative to the jFi reference. This
requirement reduces the summation over n in equations (9) and (30) to

P
mB

nˆmA‡1.
The resulting MMCC(mA; mB) energies, EMMCC

K
…mA; mB†, can be given the following

form [41±43, 47, 48, 77, 78, 97]:

EMMCC
K

…mA; mB† ˆ E
…A†
K

‡ ¯K…mA; mB†; …44†

where the formula for the ground-state correction ¯0…mA; mB† is

¯0…mA; mB† ˆ
XmB

nˆmA‡1

Xn

jˆmA‡1

hC0jQn Cn¡j…mA† MCC
j

…mA†jFi=hC0jeT
…A† jFi …45†

and

¯K …mA; mB† ˆ
XmB

nˆmA‡1

Xn

jˆmA‡1

hCK jQn Cn¡j…mA† MEOMCC
K; j

…mA†jFi=hCK jR
…A†
K eT

…A† jFi

…46†

is the analogous correction for excited states. Clearly, the non-zero values of

corrections ¯
…A†
K are obtained only when mB > mA. When mB ˆ N and when jCKi

are the exact states, we obtain the exact MMCC theory described in section 2.
In this article, we restrict our discussion to the MMCC(mA; mB) schemes with

mA ˆ 2, which can be used to correct the results of the CCSD or EOMCCSD
calculations. The MMCC(2, mB) energy expressions can be obtained by setting
mA ˆ 2 in equations (44)±(46) or by truncating the summation over n in the exact
equations (22) and (42) at n ˆ mB. In this category, two schemes are particularly
useful, namely MMCC(2,3) and MMCC(2,4), although we may have to contemplate
the higher-order MMCC(2,5) and MMCC(2,6) schemes to obtain the highly
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accurate description of triple bond breaking. We refer the reader to [41, 42, 45, 47]
for information about the MMCC(3; mB) schemes, which can be used to correct the
results of the full CCSDT calculations by adding corrections ¯K (3; mB) to the
CCSDT energies.

Depending on the form of jCKi in the above equations, we divide the existing
MMCC(mA; mB) methods into the following three groups: (i) the CI-corrected
MMCC(mA; mB) schemes [41, 47, 48, 77, 78], which can be applied to ground and
excited states; (ii) the renormalized and completely renormalized CC methods for the
ground-state problem, which are obtained by inserting the low-order MBPT-like
expressions for jC0i into the MMCC(mA; mB) formulae [41±47, 49]; and (iii) the most
recent quasi-variationa l MMCC(mA; mB) approaches to the ground-state problem,
including the quadratic MMCC models [161], in which we use the exponential, CC-
like, form of jC0i, which we further approximate to reduce the computer cost. It may
be possible to extend the completely renormalized CC methods to excited states
using the excited-state MMCC(mA; mB) formulae and EOMCC analogues of the
perturbative expressions for jC0i exploited in the ground-state approaches, but our
results in this area, although extremely promising, still have a preliminary character,
so that we mention them only at the end, in section 4.

We begin with the CI-corrected MMCC(mA; mB) schemes. The renormalized and
completely renormalized CC methods and the recently formulated quasi-variationa l
MMCC(mA; mB) approaches [161] are discussed in the following sections. In all
cases, the general mathematical and computational concepts are illustrated by
examples of applications to molecular systems.

3.1. The CI-corrected MMCC(mA; mB) methods
In this section, we describe the CI-corrected MMCC(mA; mB) methods, focusing

on the MMCC(2,3) and MMCC(2,4) approximations and their performance in the
calculations of ground- and excited-state energies. The higher-order MMCC(2,5)
and MMCC(2,6) methods will also be discussed, but only in the context of the
ground-state calculations.

3.1.1. The CI-corrected MMCC(2,3) and MMCC(2,4) approximations : theory
In the MMCC(2,3) and MMCC(2,4) approaches, we add the relevant corrections

¯
…A†
K to the CCSD or EOMCCSD energies. The MMCC(2,3) and MMCC(2,4) energy

expressions are obtained by setting mA at 2 and mB at 3 and 4 in equations (44)±(46).
We obtain

EMMCC
0

…2; 3† ˆ ECCSD ‡ hC0jQ3 MCC
3

…2†jFi=hC0jeT1‡T2 jFi; …47†

EMMCC
0

…2; 4† ˆ ECCSD ‡ hC0jfQ3 MCC
3

…2† ‡ Q4 ‰MCC
4

…2† ‡ T1M
CC
3

…2†ŠgjFi
hC0jeT1‡T2 jFi ; …48†

for the ground-state (K ˆ 0) case and

EMMCC
K

…2;3† ˆ EEOMCCSD
K

‡ hCK jQ3 MEOMCC
K;3

…2†jFi=hCK jRCCSD
K eT1‡T2 jFi; …49†

EMMCC
K

…2;4† ˆ EEOMCCSD
K

‡
hCK jfQ3 MEOMCC

K;3
…2† ‡ Q4 ‰MEOMCC

K;4
…2† ‡ T1MEOMCC

K;3
…2†ŠgjFi

hCK jRCCSD
K eT1‡T2 jFi ; …50†
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for excited states (the K > 0 case). The ECCSD and EEOMCCSD
K energies are the

CCSD and EOMCCSD energies, respectively, whereas MCC
3

…2†jFi, MCC
4

…2†jFi,
MEOMCC

K;3
…2†jFi and MEOMCC

K;4
…2†jFi are the quantities de®ned in the previous section,

which are directly related to the generalized moments of the CCSD and EOMCCSD
equations (see equations (18), (19), (40) and (41), respectively). The generalized
moments of the CCSD equations that are needed to determine MCC

3
…2†jFi and

MCC
4

…2†jFi in equations (47) and (48), Mabc
ijk

…2† and Mabcd
ijkl

…2† respectively, are
de®ned by equations (13) and (14). The generalized moments of the EOMCCSD
equations that are needed to determine MEOMCC

K ;3
…2†jFi and MEOMCC

K;4
…2†jFi in

equations (49) and (50), Mabc
K;ijk

…2† and Mabcd
K ;ijkl

…2†, respectively, are de®ned by
equations (37) and (38). It can be further shown that [77, 78]

Mabc
K ;ijk

…2† ˆ hFabc
ijk

j… ·HHCCSD
2 RK;2†C

jFi ‡ hFabc
ijk

j‰ ·HHCCSD
3

…RK;1 ‡ RK ;2†Š
C

jFi

‡ hFabc
ijk

j… ·HHCCSD
4 RK ;1†C

jFi ‡ rCCSD
K;0

hFabc
ijk

j ·HHCCSD
3

jFi …51†

and

Mabcd
K ;ijkl

…2† ˆ hFabcd
ijkl

j… ·HHCCSD
3 RK ;2†

C
jFi ‡ hFabcd

ijkl
j‰ ·HHCCSD

4
…RK ;1 ‡ RK;2†ŠCjFi

‡ hFabcd
ijkl

j… ·HHCCSD
3 RK ;1†

DC
jFi ‡ rCCSD

K;0
hFabcd

ijkl
j ·HHCCSD

4
jFi; …52†

where, as mentioned earlier, rCCSD
K;0 is the coe� cient at reference jFi in the many-body

expansion of the EOMCCSD eigenvector RCCSD
K

jFi, RK;1 and RK;2 are the singly and
doubly excited components of RCCSD

K , and ·HHCCSD
j is the j-body component of the

EOMCCSD similarity-transformed Hamiltonian ·HHCCSD.
The above expressions immediately imply that the excited-state ¯K…2; 3† correc-

tions are expressed in terms of matrix elements of the EOMCCSD similarity-
transformed Hamiltonian that enter the triples±reference (T0), triples±singles (TS)
and triples±doubles (TD) blocks of ·HHCCSD. The ground-state ¯0…2; 3† correction
requires the consideration of only the T0 block of ·HHCCSD. The expensive triples±
triples (TT) block of ·HHCCSD is not considered in computing corrections ¯K …2; 3†, so
that the costs of computing corrections ¯K…2; 3† are very similar to the n3

on4
u costs

associated with the popular CCSD(T) [8] ground-state method. Quite similarly, the
excited-state corrections ¯K …2; 4† are expressed in terms of the T0, TS and TD blocks
of ·HHCCSD in the Mabc

K;ijk
…2† part and the quadruples±reference (Q0), quadruples±

singles (QS) and quadruples±doubles (QD) blocks of ·HHCCSD in the Mabcd
K;ijkl

…2† part.
The ground-state ¯0…2; 4† correction requires the consideration of the T0 and Q0
blocks of ·HHCCSD. Again, the most expensive blocks of ·HHCCSD, including, for
example, the triples±quadruples (TQ), quadruples±triples (QT) and quadruples±
quadruples (QQ) blocks, are not considered in the MMCC(2,4) calculations. Those
are huge simpli®cations, particularly if we realize that ·HHCCSD is the similarity-
transformed Hamiltonian of the inexpensive CCSD/EOMCCSD approach, i.e. we
only have to use the T1 and T2 clusters, obtained in the CCSD calculations, to
construct it. The most expensive steps of the MMCC(2,4) calculations are very
similar to the n3

on4
u and n2

on5
u steps seen in calculating the non-iterative triples and

quadruples ground-state corrections de®ning the factorized quadruples CCSD(TQf )
approach of [20].

Further reduction of the computer costs of the CI-corrected MMCC(2,3) and
MMCC(2,4) calculations are due to the simple forms of wavefunctions jCKi used
in these calculations. In the CI-corrected MMCC(2,3) calculations, we use the
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wavefunctions jCK i obtained in the active-space CISDt calculations [41, 47, 48, 77,
78]. In the CI-corrected MMCC(2,4) calculations, we use the wavefunctions jCKi
obtained in the active-space CISDtq calculations [48, 78]. We could also use some
other forms of wavefunctions jCK i, resulting from the inexpensive variants of the
MRCI method, such as MRDCI [162±164], but in this presentation we will focus on
the CISDt and CISDtq schemes as providers of wavefunctions jCKi for the MMCC
calculations, since those have already been tested by us in a number of applications.

In order to de®ne the CISDt and CISDtq wavefunctions for the MMCC(2,3) and
MMCC(2,4) calculations, we divide the available spin±orbitals into core spin-
orbitals (i, j, k, l, . . .), active spin±orbitals occupied in reference jFi (I, J, K,
L, . . .), active spin±orbitals unoccupied in jFi (A, B, C, D, . . .), and virtual spin±
orbitals (a, b, c, d, . . . ). Once active orbitals are selected, we de®ne the CISDt and
CISDtq wavefunctions as follows [41, 47, 48, 77, 78]:

jCCISDt
K

i ˆ …CK;0 ‡ CK;1 ‡ CK;2 ‡ cK;3†jFi; …53†

jCCISDtq
K

i ˆ …CK;0 ‡ CK;1 ‡ CK;2 ‡ cK;3 ‡ cK;4†jFi; …54†

where CK;0jFi, CK;1jFi and CK;2jFi are the reference, singly excited and doubly
excited components of jCCISDt

K
i and jCCISDtq

K
i and

cK;3jFi ˆ
X

I>j>k
a>b>C

cabC
Ijk

…K† jFabC
Ijk

i; …55†

cK;4jFi ˆ
X

I>J>k>l
a>b>C>D

cabCD
IJkl

…K† jFabCD
IJkl

i: …56†

Thus, in the CISDt approach, used in the CI-corrected MMCC(2,3) calculations, we
construct wavefunctions jCKi by including all singles and doubles from jFi and a
relatively small set of internal and semi-internal triples containing at least one active
occupied spin±orbital and at least one active unoccupied spin±orbital index.
Similarly, in the CISDtq calculations used to construct wavefunctions jCK i for
the CI-corrected MMCC(2,4) approach, we include all singles and doubles from jFi,
a relatively small set of internal and semi-internal triples containing at least one
active occupied spin±orbital index and at least one active unoccupied spin±orbital
index, and a relatively small set of quadruples containing at least two active occupied
and at least two active unoccupied spin±orbital indices (cf. equations (55) and (56)).
The CI coe� cients de®ning the CISDt and CISDtq wavefunctions are determined
variationally. If No (Nu) is the number of active orbitals occupied (unoccupied) in
jFi, the most expensive steps of the CISDt method scale as NoNun2

on4
u, whereas the

CISDtq approach is an N2
oN2

un2
on4

u procedure. Since it is su� cient to use rather small
active spaces in these calculations, the costs of the CISDt and CISDtq calculations
are relatively low. The storage requirements for triples and quadruples characterizing
the CISDt and CISDtq methods are relatively small too. The numbers of triples and
quadruples considered in the CISDt and CISDtq calculations are NoNun2

on2
u and

N2
oN2

un2
on2

u, respectively, which is a lot less than the number of all triples and
quadruples, if the number of active orbitals is small. In all applications discussed
in this work, the number of all triples used in the CISDt-based MMCC(2,3)
calculations represented no more than ¹30% of all triples. The number of
quadruples used in the CISDtq-based MMCC(2,4) calculations represented less
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than 10% (in some cases, 3±4%) of all quadruples (cf., for example, [77, 78] for
further details).

The use of the CISDt (the MMCC(2,3) case) and CISDtq (the MMCC(2,4) case)
wavefunctions leads to further reductions of the n3

on4
u and n2

on5
u costs of constructing

the ¯K …2; 3† and ¯K…2; 4† corrections, since we only have to consider the generalized
moments of the CCSD/EOMCCSD equations corresponding to projections of these
equations on the internal and semi-internal triples and quadruples that are present in
the CISDt and CISDtq wavefunctions. For example, once the jCCISDt

K
i wave-

functions are determined by performing the variational CISDt calculations, the
costs of constructing the ¯K…2; 3† corrections are NoNun2

on3
u. In practical terms, for

the examples of molecular systems and active orbital spaces considered in this article
(see sections 3.1.2 and 3.1.3), the actual CPU times required to construct each

¯K…2; 3† correction were comparable with the CPU time of a single CCSD/
EOMCCSD iteration. The CPU times needed to construct the ¯K …2; 4† corrections
were ¹10±30 times larger than the CPU times required to calculate the correspond-
ing ¯K…2; 3† corrections.

The CI-corrected MMCC(2,3) approach represents a useful alternative to the
perturbative triples approaches, such as CCSD[T] [7], CCSD(T) [8], EOMCCSD(T)
[65], EOMCCSD(~TT) [66], EOMCCSD(T

0
) [66] and CCSDR(3) [70, 71] and their

iterative CCSDT-n [13, 50±53], EOMCCSDT-n [65, 66] and CC3 [68±71] analogues.
The perturbative triples CC/EOMCC or response CC approximations provide an
erroneous description of ground- and excited-state PESs [18, 36±49, 72] and fail to
describe more complicated excited states, such as the lowest

1

¢ state of the C2

molecule [71] (see section 3.1.3). The costs of the CI-corrected MMCC(2,3)
calculations are similar to the costs of using the non-iterative triples CC/EOMCC
methods and yet the results of the CI-corrected MMCC(2,3) calculations for single
bond breaking and excited-state PESs are very good [41, 47, 48, 77, 78] (cf. sections
3.1.2 and 3.1.3). Similarly, the CI-corrected MMCC(2,4) approach represents a
useful alternative to the perturbative quadruples approaches, such as CCSD…TQf†
[20], which fail to provide a good description of bond breaking [42±48]. As pointed
out in [78], the CI-corrected MMCC(2,4) method also represents a very good
alternative to the full EOMCCSDT approach [75, 76, 80, 81] to excited states. The
EOMCCSDT scheme may fail to provide good results in some cases (see, for
example, [73]). The CI-corrected MMCC(2,4) approach appears to be more robust.
As shown in [78] (cf. also section 3.1.3), the MMCC(2,4) results for excited states are,
on average, considerably better than the results of the full EOMCCSDT calcula-
tions. At the same time, the MMCC(2,4) calculations, in which triples as well as
quadruples are accounted for in an approximate manner, are often faster than the
full EOMCCSDT calculations, in which quadruples are neglected. Because of the use
of the CI wavefunctions in constructing the ¯K…2; 3† and ¯K…2; 4† corrections in the
CI-corrected MMCC(2,3) and MMCC(2,4) schemes, it is rather easy to adapt the
MMCC(2,3) and MMCC(2,4) approaches to the spin and spatial symmetries
(something very di� cult to accomplish at the EOMCCSDT level).

3.1.2. The CI-corrected MMCC(2,3) and MMCC(2,4) approximations : examples
of applications to ground-state PESs involving bond breaking

Let us begin with examples of the CI-corrected MMCC(2,3) and MMCC(2,4)
benchmark calculations for the ground-state PESs of the HF and H2O molecules
[48]. We used a double zeta (DZ) basis set [165], for which the exact, full CI energies
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[37, 166, 167] and many other useful results, including the full CCSDT and

CCSDTQ energies [22, 25, 37] and their standard, renormalized and completely

renormalized CCSD[T], CCSD(T) and CCSD(TQ) analogues [42], are available. As

in all other MMCC calculations overviewed in this work, the ground-state RHF
determinant was used as a reference.

The CI-corrected MMCC(2,3) and MMCC(2,4) results for HF and H2O,

obtained in [48], are shown in tables 1 and 2, respectively. They are compared with
the exact, full CI, results and a variety of CC results, including the completely

renormalized CCSD[T], CCSD(T) and CCSD(TQ) results [41, 42, 48], which are

discussed in section 3.2.2. We also compare the MMCC(2,3) and MMCC(2,4)
energies with the energy values obtained in the CISDt and CISDtq calculations,

which provide the wavefunctions jC0i for calculating corrections ¯0…2; 3† and

¯0…2; 4†. The latter comparison shows how much the results improve when the
relatively poor (at best, qualitative) CISDt and CISDtq wavefunctions are inserted

into the MMCC(2,3) and MMCC(2,4) energy expressions.

In the case of HF (see table 1), there is a 1.634 millihartree di� erence between the

CCSD and full CI energies at the equilibrium geometry, R ˆ Re (R is the H±F
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Table 1. A comparison of various standard CC, completely renormalized CCSD[T],
CCSD(T) and CCSD(TQ), and CI-corrected MMCC(2,3) and MMCC(2,4) ground-
state energies with the corresponding full CI, CISDt and CISDtq results obtained for a
few internuclear separations R of the HF molecule with the DZ basis set.

a

Method R ˆ Re
b

R ˆ 2Re R ˆ 3Re R ˆ 5Re

Full CI
c 7100.160 300 7100.021 733 799.985 281 799.983 293

CCSD 1.634 6.047 11.596 12.291
CCSDT

c
0.173 0.855 0.957 0.431

CCSD[T]
d 70.070 72.725 738.302 775.101

CCSD(T)
d

0.325 0.038 724.480 753.183
CCSD(TQf )

e
0.218 70.081 718.351 735.078

CR-CCSD[T]
d; f

0.163 0.700 2.508 3.820
CR-CCSD(T)

d;g
0.500 2.031 2.100 1.650

CR-CCSD(TQ),a
e;h 0.053 0.396 0.425 0.454

CR-CCSD(TQ),b
i

0.060 0.299 0.316 0.689

CISDt
e; j

5.783 16.000 29.238 33.627
CISDtq

e; j
5.466 6.730 7.456 7.468

MMCC(2,3)
e; j

1.195 2.708 3.669 3.255
MMCC(2,4)

e; j
1.207 2.225 3.015 3.066

a
The full CI total energies are in hartree. The CC, CI and MMCC energies are in millihartree

relative to the corresponding full CI energy values.
b

The equilibrium H±F bond length, Re, equals 1.7328 bohr.
c
From [37].

d
From [41, 42].

e
From [48].

f
The completely renormalized CCSD[T] method (see section 3.2).

g
The completely renormalized CCSD(T) method (see section 3.2).

h
The `a’ variant of the completely renormalized CCSD(TQ) method (see section 3.2).

i
The `b’ variant of the completely renormalized CCSD(TQ) method (see section 3.2). The

results obtained in the present work.
j
The active space consisted of the 3s, 1p, 2p, and 4s orbitals.
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internuclear separation), which increases to 12.291 millihartree at R ˆ 5Re (for all
practical purposes, R ˆ 5Re can be regarded as a dissociation limit). The large
di� erences between the CCSD and full CI energies at larger values of R are primarily
caused by the absence of the connected T3 clusters in the CCSD wavefunction. The
full CCSDT method, which includes these clusters, reduces large errors in the CCSD
results, relative to full CI, to as little as 0.173 millihartree at R ˆ Re and 0.431
millihartree at R ˆ 5Re.

The standard CCSD[T], CCSD(T) and CCSD(TQf ) approaches fail at large
internuclear distances R. The very small errors in the CCSD[T], CCSD(T) and

CCSD(TQf ) results at R ˆ Re become very large for large values of R. This is well
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Table 2. A comparison of various standard CC, completely renormalized CCSD[T],
CCSD(T) and CCSD(TQ), and CI-corrected MMCC(2,3) and MMCC(2,4) ground-
state energies with the corresponding full CI, CISDt and CISDtq results obtained for
the equilibrium and two displaced geometries of the H2O molecule with the DZ basis
set.

a

Method R ˆ Re
b

R ˆ 1:5Re
c

R ˆ 2Re
c

Full CI 776.157 866
b 776.014 521

c 775.905 247
c

CCSD 1.790 5.590 9.333
CCSDT

d
0.434 1.473 72.211

CCSDTQ
e

0.015 0.141 0.108

CCSD[T]
f

0.362 0.751 711.220
CCSD(T)

f
0.574 1.465 77.699

CCSD(TQf )
f

0.166 0.094 75.914

CR-CCSD[T]
f ;g 0.560 2.053 1.163

CR-CCSD(T)
f ;h

0.738 2.534 1.830
CR-CCSD(TQ),a

f ;i
0.195 0.905 1.461

CR-CCSD(TQ),b
j

0.195 0.836 2.853

CISDt
k;l

7.229 19.205 50.341
CISDt

l;m
6.922 18.884 49.948

CISDtq
k;l 5.844 6.294 8.251

CISDtq
l;m

2.702 2.919 5.638

MMCC(2,3)
k;l

1.137 2.710 1.911
MMCC(2,3)

l;m
0.811 2.407 1.631

MMCC(2,4)
k;l

1.071 1.634 3.127
MMCC(2,4)

l;m
0.501 0.942 2.416

a
The full CI total energies are in hartree. The CC, CI and MMCC energies are in millihartree

relative to the corresponding full CI energy values.
b

The equilibrium geometry and full CI result from [166].
c
The geometry and full CI result from [167].

d
From [22].

e
From [25].

f
From [42].

g
The completely renormalized CCSD[T] method (see section 3.2).

h
The completely renormalized CCSD(T) method (see section 3.2).

i
The `a’ variant of the completely renormalized CCSD(TQ) method (see section 3.2).

j
The `b’ variant of the completely renormalized CCSD(TQ) method (see section 3.2). The

results obtained in the present work.
k

The active space consisted of the 3a1 , 1b2 , 4a1 and 2b2 orbitals.
l
From [48].

m
The active space consisted of the 1b1, 3a1, 1b2, 4a1, 2b1 and 2b2 orbitals.
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illustrated by the 75.101, 53.183 and 35.078 millihartree unsigned errors in the
CCSD[T], CCSD(T) and CCSD(TQf ) results, respectively, at R ˆ 5Re. As shown in
[41±43, 47, 97], the CCSD[T] and CCSD(T) potential energy curves lie signi®cantly
below the full CI curve at larger internuclear separations and are characterized by an
unphysical hump in the region of intermediate R values. A similar hump is present
on the CCSD(TQf ) curve (cf., for example, [46]).

The CI-based MMCC(2,3) and MMCC(2,4) results, shown in table 1, correspond
to a choice of the highest occupied and lowest unoccupied s orbitals, 3s and 4s,
respectively, and the valence p orbitals as active orbitals in the related CISDt and
CISDtq calculations. This is a natural choice of active space for the description of
the single bond breaking in HF. In particular, this choice guarantees that the
description of the potential energy curve of HF by the CISDt and CISDtq methods
is qualitatively correct. However, the CISDt and CISDtq results (particularly the
former ones) are quantitatively rather poor at all internuclear separations. Indeed, at
the equilibrium geometry, both methods give the >5 millihartree errors relative to
full CI and the situation only worsens as we approach the dissociation region. For
example, the error in the CISDt result at R ˆ 5Re is 33.627 millihartree. In the case
of the CISDtq method, the error increase is less dramatic, but the 7.468 millihartree
error in the CISDtq result at R ˆ 5Re is still quite large.

In spite of the relatively poor performance of the CISDt and CISDtq methods
and in spite of the large errors in the CCSD results at larger R values, the CISDt-
based MMCC(2,3) results and their CISDtq-based MMCC(2,4) analogues are very
good. The errors in the MMCC(2,3) results vary between 1.195 millihartree at
R ˆ Re and 3.669 millihartree at R ˆ 3Re. The fact that we can use an inexpensive
CISDt method to construct the correction ¯0…2; 3† and reduce, in this way, the 33.627
and 12.291 millihartree errors in the CISDt and CCSD results, respectively, at
R ˆ 5Re to 3.255 millihartree is clearly very encouraging. The use of the better
CISDtq wavefunction in the MMCC (MMCC(2,4)) calculations gives a slightly
better description of the potential energy curve of HF than that provided by the
CISDt-based MMCC(2,3) approach. However, we are not gaining a lot more in this
case by performing the more expensive MMCC(2,4) calculations, since the H±F
bond is a single bond. Both MMCC potential energy curves (particularly the
MMCC(2,4) one) are virtually parallel to the full CI curve.

One of the main reasons for the excellent performance of the CI-based MMCC
approaches at large internuclear separations, in spite of the relatively poor
description of the potential energy curve of HF by the CISDt and CISDtq methods,
is the presence of the hC0jeT1‡T2 jFi denominators in the expressions for the ground-
state MMCC(2,3) and MMCC(2,4) energies, equations (47) and (48), respectively.
Those denominators increase their values from ¹1.0 at R ˆ Re to 2.3±2.4 at
R ˆ 5Re, damping the corrections due to triples (in the MMCC(2,3) case) or triples
and quadruples (in the MMCC(2,4) case), which are considerably overestimated by
the traditional CCSD[T], CCSD(T) and CCSD(TQf ) approaches. The increase in the
values of the hC0jeT

…A† jFi denominators with stretching chemical bonds is one of the
primary characteristics of all MMCC calculations.

Very similar remarks about the performance of the CI-corrected MMCC
approximations apply to the case of the simultaneous breaking of both O±H bonds
in water (see table 2). This is a challenging case, where both the T3 clusters and their
T4 counterparts become sizeable. Indeed, when both O±H bonds in H2O are
simultaneously stretched by a factor of 2 (the R ˆ 2Re case; R is the O±H bond
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length), the small, ¡1:356 and ¡0:419 millihartree, e� ects due to T3 and T4 at the
equilibrium geometry, R ˆ Re (obtained by forming the CCSDT ¡ CCSD and
CCSDTQ ¡ CCSDT energy di� erences), increase, in absolute value, to ¡11:544
and 2.319 millihartree, respectively.

It is di� cult to describe these large T3 and T4 e� ects for larger values of R with
the standard non-iterative CC approximations. The multireference nature of the
ground-state wavefunction of H2O for larger values of R leads to the failure of the
CCSD[T], CCSD(T) and CCSD…TQf† methods. At R ˆ 2Re, the unsigned errors in
the CCSD[T], CCSD(T) and CCSD…TQf† results, relative to full CI, are 11.220,
7.699 and 5.914 millihartree, respectively. Even the full CCSDT approach gives a
negative, ¡2:211 millihartree, error at R ˆ 2Re, which is, very likely, the ®rst sign of
the breakdown of the CCSDT approximation, which lacks important T4 clusters, for
large values of R. The complete inclusion of T4 clusters via the CCSDTQ method
improves the situation considerably, reducing the 2.211 millihartree error in the
CCSDT result at R ˆ 2Re to 0.108 millihartree (see table 2).

In view of the failure of the standard CCSD[T], CCSD(T) and CCSD(TQf )
methods at stretched geometries of H2O, it is remarkable to see that the simple CI-
corrected MMCC(2,3) and MMCC(2,4) approximations provide a very good
description of the simultaneous breaking of both O±H bonds. This is particularly
true for the CISDt-corrected MMCC(2,3) method, which requires a very small
computer e� ort to construct the relevant correction ¯0…2; 3†. Already with the
minimum set of active orbitals that provide a qualitatively correct description of
the simultaneous breaking of both O±H bonds in water (the highest-energy occupied
orbitals, 3a1 and 1b2, and the two lowest-energy unoccupied orbitals, 4a1 and 2b2; cf.
[132]), the CISDt-corrected MMCC(2,3) approach is capable of reducing the 5.590
and 9.333 millihartree errors in the CCSD results at R ˆ 1:5Re and R ˆ 2Re, and
almost equally large (at R ˆ 2Re) unsigned errors in the CCSD[T], CCSD(T) and
CCSD…TQf† results, to 2.710 and 1.911 millihartree, respectively. With the somewhat
better choice of active orbitals, which guarantees a more uniform description of the
equilibrium and bond-breaking regions (the three highest-energy occupied orbitals,
1b1, 3a1 and 1b2, and the three lowest-energy unoccupied orbitals, 4a1, 2b1 and 2b2),
we obtain even better results. Interestingly enough, the CISDt method, on which the
calculation of the MMCC(2,3) correction ¯0…2; 3† is based, provides a poor
description of bond breaking in H2O (cf., for example, the huge, ¹19 millihartree,
errors in the CISDt results at R ˆ 1:5Re and even bigger, ¹50 millihartree, errors in
the CISDt energies at R ˆ 2Re). One of the major strengths of the MMCC(2,3),
MMCC(2,4) and similar methods is the ability of these approaches to produce
excellent results even when the ground-state wavefunctions jC0i, used to construct
the relevant energy corrections, are themselves rather poor. The CISDt-corrected
MMCC(2,3) results for the H2O molecule are a clear demonstration of this principle.

The CISDtq-based MMCC(2,4) results at R ˆ 2Re seem to be slightly worse than
the corresponding CISDt-based MMCC(2,3) results, but the MMCC(2,4) approach
o� ers a more balanced description of the simultaneous breaking of both O±H bonds
in H2O. Indeed, the small, 0.5±1 millihartree, errors in the MMCC(2,4) results at
R ˆ Re slowly and monotonically increase with R, whereas the errors in the
MMCC(2,3) results initially increase, as we go from the R ˆ Re region to
R ˆ 1:5Re, and then decrease, as we approach the R > 1:5Re region. This might
be the ®rst sign of the breakdown of the MMCC(2,3) approximation at very large
distances R, although we have no solid proof that would support this statement at
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this time. What is well understood is the fact that the simultaneous breaking of both
O±H bonds leads to increasingly large T4 e� ects and those cannot be described by
the simple, non-iterative triples-like, MMCC(2,3) approximation.

There are several factors that are responsible for the superb performance of the
CISDtq-based MMCC(2,4) approach in the calculations for bond breaking in H2O.
One of them is the fact that the CISDtq method provides a much better description
of the simultaneous breaking of both O±H bonds in H2O than the CISDt method
used in the MMCC(2,3) calculations (see table 2). The incorporation of the
quadruply excited moments of the CCSD equations in the MMCC(2,4) calculations
is responsible for some improvements, too, particularly in the R º 1:5Re region.
However, the bulk of the improvements in the CCSD results obtained by the MMCC
theory is already achieved at the lowest MMCC(2,3) level, which uses a relatively
poor CISDt wavefunction to construct the corresponding correction ¯0…2; 3†. This is
related to the dominant role of T3 clusters in describing the O±H bond breaking in
H2O, which are included in an approximate manner in the MMCC(2,3) calculations.
As in the case of the HF molecule, another factor that helps to improve the
MMCC(2,3) and MMCC(2,4) results at larger values of R is the presence of the
hC0jeT1‡T2 jFi denominators in the MMCC(2,3) and MMCC(2,4) energy expres-
sions. In the case of bond breaking in H2O, those denominators increase their
values from ¹1.0 at R ˆ Re to 1.5±1.7 at R ˆ 2Re. Without the presence of the
hC0jeT1‡T2 jFi denominators in equations (47) and (48), the MMCC(2,3) and
MMCC(2,4) results would be much worse.

The small, 0.501, 0.942 and 2.416 millihartree, errors in the CISDtq-based
MMCC(2,4) results at R ˆ Re, 1:5Re and 2Re, respectively, obtained with the active
space consisting of only six valence orbitals, and the fact that the MMCC(2,4) and
full CI potential energy curves are almost parallel are very encouraging from the
point of view of applications of the CI-based MMCC methods to PESs involving
bond breaking. Even if the CISDt-corrected MMCC(2,3) approach breaks down for
O±H distances R ¾ 2Re, the fact that this simple and inexpensive approach provides
1±3 millihartree errors for all R values ranging between Re and 2Re is very promising
too. Finally, it is very encouraging to see that the CI-corrected MMCC(2,3) and
MMCC(2,4) approaches provide energies that are invariably above the full CI
energies. This is actually true for bond breaking in water and HF and for many
other examples of bond breaking, except for the most complicated types of multiple
bond breaking, for which we must go beyond the MMCC(2,4) approximation (see
section 3.1.4). The CI-corrected MMCC approximations are capable of eliminating
the non-variational behaviour (energies considerably below the full CI energies) of
the CCSD[T], CCSD(T) and CCSD(TQf ) methods. As we will see in Section 3.2, the
same is true for other MMCC methods, including the completely renormalized
CCSD[T], CCSD(T) and CCSD(TQ) approaches.

3.1.3. The CI-corrected MMCC(2,3) and MMCC(2,4) approximations : examples
of applications to excited states

Let us now turn our attention to the CI-corrected MMCC(2,3) and MMCC(2,4)
methods for excited states. We used those methods to calculate the ground- and
excited-state PESs of CH

‡
[77,78] and the vertical excitation energies in H2O, N2 and

C2 [47, 78]. Here, we overview the results for CH
‡

, N2 and C2, starting with CH
‡

.
The results of our MMCC calculations for CH

‡
are shown in tables 3 and 4 and

®gure 1. We used the ‰5s3p1d=3s1pŠ basis set of Olsen et al. [168], for which the full
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Figure 1. Potential energy curves for the CH
‡

ion (energies in hartree and the C±H distance
RC-H in bohr). The results include the ground state and the two lowest excited states
of 1§

‡
symmetry, for which the full CI curves are indicated by the dashed curves and

other results by *, the two lowest 1¦ states, for which the full CI curves are
indicated by the dashed-dotted curves and other results by ~ and the lowest 1¢
state, for which the full CI curve is indicated by the dotted curves and other results
by &. (a) A comparison of the EOMCCSD and full CI results. (b) A comparison of
the CISDt and full CI results. (Continued)
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CI results at the equilibrium, RC-H ˆ Re ˆ 2:13713 bohr, geometry and several

stretched geometries can be found in [79, 168]. The MMCC(2,3) and MMCC(2,4)
results are compared with the full CI data as well as with the results of the
EOMCCSD, full EOMCCSDT [75, 76], CC3 [69] and full EOMCCSDt [75, 76]
calculations. Let us recall that the CC3 approach represents one of the most
successful perturbative triples response CC models developed by the Jùrgensen
Aaarhus group [68±71] (for other results for CH

‡
, obtained with other perturbative

triples EOMCC or response CC approaches developed by the Jùrgensen and Bartlett
groups, see [65, 66, 69, 70]). The EOMCCSDt method is the recently formulated [74±
76] excited-state extension of the active-space CCSDt [39, 40, 44] and SSCCSD(T)
[27, 128±135] approaches, in which the triexcited components of the cluster operator
T and excitation operator RK are selected with the help of active orbitals using the
same triples selection scheme as used in the CISDt method (cf. equations (53) and

(55)). When all orbitals are active, the EOMCCSDt approach and the full
EOMCCSDT method become completely equivalent. As we will see below, the
non-iterative MMCC(2,3) and MMCC(2,4) methods provide results which are
considerably better than those obtained with the iterative CC3 approach and
comparable with the results of the full EOMCCSDt and EOMCCSDT calculations.

In the case of the CH
‡

system, in calculating the CISDt and CISDtq
wavefunctions that enter the CI-corrected MMCC(2,3) and MMCC(2,4) approx-
imations, we employed a small active space consisting of the highest-energy occupied
orbital, 3s, and three lowest-energy unoccupied orbitals, 1px ² 1p, 1py ² 2p and 4s.
As explained in considerable detail in [77] (cf. also [74, 75]), this choice of active
space is based on the information about orbital excitations de®ning the valence

excited states of CH
‡

. The same active space was used in the EOMCCSDt

P. Piecuch et al.554

2.0 2.5 3.0 3.5 4.0 4.5 5.0
R C-H  (bohr)

38.1

38.0

37.9

37.8

37.7

37.6

37.5

37.4

E
ne

rg
y 

(h
ar

tr
ee

)

Full CI, 1
+

Full CI, 1

Full CI, 1

MMCC(2,3), 1 +

MMCC(2,3), 1

MMCC(2,3), 1

(c)

Õ 

Õ 

S

S
D

D

Figure 1 (continued ). (c) A comparison of the CISDt-corrected MMCC(2,3) and full CI
results (see [77] for the original numerical data).
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calculations, whose results are included in tables 3 and 4 [75, 76, 81]. The CISDt and
CISDtq excitation energies for CH

‡
can be found in tables 3 and 4. The CISDt

potential energy curves are shown in ®gure 1(b).
We begin our discussion of the MMCC(2,3) and MMCC(2,4) calculations for

CH
‡

with the results for RC-H ˆ Re. For transitions to states that have a
predominantly biexcited nature (the ®rst-excited 1§

‡
state and the lowest two 1¢

states) and for the second 1¦ state that has a signi®cant biexcited component, the
errors in the vertical excitation energies at the equilibrium value of RC-H, obtained
with the non-iterative MMCC(2,3) approach, are 0.00±0.10 eV. This should be
compared with the much larger 0.33±0.92 eV errors in the EOMCCSD results and
with the 0.22±0.32 eV errors obtained with the CC3 approach. The only methods
that provide competitive results are the iterative EOMCCSDt and EOMCCSDT
approaches. Interestingly enough, the CISDt method, which is used to construct the
MMCC(2,3) corrections ¯K …2; 3†, provides poor excitation energies. However, in
spite of the large, 0.50±0.88 eV, errors in the CISDt results for states having large
doubly excited components, the CISDt-corrected MMCC(2,3) approximation
provides high-quality results. Similar remarks apply to the remaining excited states
of CH

‡
listed in table 3 (the third and fourth 1§

‡
states and the lowest 1¦ state).

Those states are dominated by single excitations, so that the EOMCCSD results are
much better in this case, o� ering us relatively small, 0.03±0.10 eV, errors, but the
MMCC(2,3) method provides considerable improvements, reducing the errors in the
EOMCCSD results to as little as 0.00±0.02 eV. The MMCC(2,3) results for the third
and fourth 1§

‡
states and the lowest 1¦ state are again similar to the results of the

EOMCCSDt and EOMCCSDT calculations.
In view of the excellent performance of the CI-corrected MMCC(2,3) approx-

imation, one might think that it may be hard to make further improvements by
applying the MMCC formalism. It is, therefore, somewhat surprising and certainly
very encouraging to observe that the CISDtq-corrected MMCC(2,4) results for the
®rst-excited 1§

‡
state, the lowest 1¢ state and the second 1¦ state are considerably

better than those provided by the EOMCCSDT or MMCC(2,3) approaches. For
example, the 0.023 and 0.037 eV errors in the MMCC(2,4) results for the ®rst-excited
1§

‡
state and the second 1¦ state, respectively, are 2±3 times smaller than the errors

obtained with the MMCC(2,3) and full EOMCCSDT approximations. The
MMCC(2,4) results for states dominated by singles (the third and fourth 1§

‡
states

and the lowest 1¦ state) are excellent too. The very small errors in the MMCC(2,4)
results for the excitation energies corresponding to these three states of 0.001, 0.008
and 0.010 eV, respectively, are very similar to the errors obtained in the MMCC(2,3),
EOMCCSDt and full EOMCCSDT calculations. It is useful to learn that the
MMCC(2,4) method behaves in a systematic manner, improving most of the
MMCC(2,3) results for states having signi®cant doubly excited components and
leaving the excellent MMCC(2,3) results for states dominated by singles virtually
unchanged.

Let us next discuss the MMCC(2,3) and MMCC(2,4) results for the selected
stretched nuclear geometries (RC-H ˆ 1:5Re and 2Re; cf. table 4 and [77, 78]) and let
us also analyse the performance of the MMCC(2,3) method in calculations of entire
PESs (see ®gure 1(c)). As the CH

‡
ion dissociates into C

‡…2p 2P† and H…1s 2S†, the
full CI expansion of the ground-state wavefunction becomes a mixture of mainly
three con®gurations: the RHF con®guration and the singly and doubly excited
determinants corresponding to the HOMO ! LUMO (3s ! 4s) excitations. The

Recent advances in electronic structure theory 555

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
6
:
3
2
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



multicon®gurational character of the ground-state wavefunction at larger C±H
separations leads to large errors in the results of the CCSD calculations for the
ground electronic state. For example, at RC-H ˆ 5:0 bohr, the di� erence between the
CCSD and full CI values of the ground-state energy is 7.517 millihartree, compared
with 1.969 millihartree at RC-H ˆ Re [76]. This in itself creates a challenging situation
for the non-iterative MMCC(2,3) and MMCC(2,4) approximations, in which we use
the CCSD T1 and T2 cluster components to calculate the ¯0…2; 3† and ¯0…2; 4†
corrections to the CCSD energy.

The complicated multicon®gurational structure of the excited states of CH
‡

at
larger C±H distances RC-H increases the challenge even further. As the C-H distance
increases, all excited states of CH

‡
listed in table 3 gain large biexcited components

and, in addition, the second 1¢ state gains a considerable triexcited component [75,
77]. For example, the coe� cients in the normalized full CI wavefunction representing
the ®rst-excited 1§

‡
state at the con®guration state functions corresponding to the

RHF ground-state determinant and the 3s2 ! 1p2, 3s2 ! 4s2 and 3s ! 4s
excitations are 0.233, ¡0:679, 0.322 and ¡0:544; respectively. The lowest 1¦ state,
which at RC-H ˆ Re is dominated by singles, becomes a mixture of the singly excited
con®gurations of the 3s ! 1px…y† type and doubly excited con®gurations of the
3s2 ! 4s1px…y† type. A similar remark applies to the second 1¦ state. The third 1§

‡

state, which at RC-H ˆ Re is dominated by singles, gains considerable doubly excited
components of the 3s2 ! 1p2 and 3s2 ! 4s2 type. The lowest 1¢ state does not
change its biexcited character and remains dominated by the 3s2 ! 1p2 con®gura-
tions for all values of RC-H, but the second 1¢ state, which is also dominated by
doubles at RC-H ˆ Re, gains signi®cant triexcited components of the 2s3s2 ! 4s1p2

type. All of this leads to a complete failure of the EOMCCSD approach at larger
C±H separations. The errors in the EOMCCSD excitation energies, relative to full
CI, for the three lowest excited states of the 1§

‡
symmetry, the two lowest 1¦ states

and the two lowest 1¢ states are 0.668, 0.124, 0.256, 0.109, 0.564, 1.114 and 2.095 eV,
respectively, for RC-H ˆ 1:5Re and 0.299, 0.532, 0.771, 0.234, 0.467, 1.178 and
3.950 eV, respectively, for RC-H ˆ 2Re [76±78]. This implies that the description of
the ground- and excited-state PESs of CH

‡
constitutes a serious challenge to all

kinds of ab initio methods, including our non-iterative MMCC(2,3) and MMCC(2,4)
approximations.

The results summarized in table 4 and ®gure 1(c) (cf. [77, 78] for further details)
show that the MMCC(2,3) and MMCC(2,4) approaches handle this challenge very
well. In spite of using a very small active space in the corresponding CISDt and
CISDtq calculations and in spite of the failure of the CCSD and EOMCCSD
methods at larger internuclear separations, the mean errors in the excitation energies
corresponding to all seven states listed in table 3, obtained with the MMCC(2,3)
and MMCC(2,4) methods, are as little as 0.048 and 0.022 eV, respectively, at
RC-H ˆ 1:5Re and 0.047 and 0.016 eV, respectively, at RC-H ˆ 2Re. The maximum
unsigned errors in the MMCC(2,3) and MMCC(2,4) results at RC-H ˆ 1:5Re are
only 0.086 and 0.046 eV, respectively. At RC-H ˆ 2Re, those maximum errors are
0.079 and 0.029 eV, respectively [77, 78]. This should be compared with the huge
1.114 and 2.095 eV errors in the EOMCCSD results for the lowest two 1¢ states at
RC-H ˆ 1:5Re and with 1.178 and 3.950 eV errors in the EOMCCSD results for the
same states at RC-H ˆ 2Re [77,78]. The MMCC(2,3) non-iterative corrections

¯K…2; 3† reduce the 0.704 and 1.062 eV mean errors in the EOMCCSD results at
RC-H ˆ 1:5Re and 2Re by an impressive factor of 15±22 (see table 4). The
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MMCC(2,4) corrections ¯K…2; 4† reduce those errors further, o� ering us 32 and 66
times smaller mean errors at RC-H ˆ 1:5Re and 2Re than the EOMCCSD approach.
A similar reduction of errors by a factor of 2±3, when switching from the basic
MMCC(2,3) approximation to its higher-order MMCC(2,4) analogue, is also
observed in other calculations (cf., for example, the results for the N2 and C2

molecules in tables 3 and 4). The fact that the mean absolute errors characterizing
the MMCC(2,3) and MMCC(2,4) approximations are as little as 0.04±0.05 and
¹0.02 eV, respectively, independent of the nuclear geometry, is another interesting
®nding. For example, the mean absolute errors characterizing the expensive and
iterative full EOMCCSDT method not only are larger than those characterizing the
MMCC(2,4) method but also increase with RC-H, from 0.031 eV at RC-H ˆ Re to
0.066 eV at RC-H ˆ 2Re (see table 4). At the latter C±H distance, the EOMCCSDT
method provides worse results than both MMCC(2,3) and MMCC(2,4) approxi-
mations.

As in the RC-H ˆ Re case, the CISDt approach provides us with a poor
description of the electronic states of CH

‡
for larger RC-H values. At RC-H ˆ 2Re,

the errors in the excitation energies corresponding to transitions to the three lowest
excited states of the 1§

‡
symmetry, two lowest 1¦ states and two lowest 1¢ states are

0.351, 0.591, 0.286, 0.082, 0.342, 0.334 and 0.450 eV, respectively [77, 78]. When the
CISDt wavefunctions, giving these relatively large errors, are inserted into the
formula for the MMCC(2,3) corrections ¯K …2; 3†, the errors decrease to 0.007±
0.079 eV. On average, we observe a ¹10-fold reduction in the mean errors when the
CISDt approximation is replaced by the CISDt-corrected MMCC(2,3) approach
(see table 4). A similar reduction of errors is observed when we compare the CISDtq
results with the CISDtq-based MMCC(2,4) results. The mean absolute errors in the
CISDtq results for CH

‡
range between 0.112 and 0.232 eV, which should be

compared with the 0.016±0.024 eV mean absolute errors in the corresponding
MMCC(2,4) results (see table 4).

As in the case of the ground-state calculations for HF and H2O, an improvement
in the results for the excitation energies of CH

‡
o� ered by the higher-order

MMCC(2,4) approach is a consequence of the following two factors: (i) the
incorporation of quadruple excitations in the MMCC formalism by the explicit
consideration of the MEOMCC

K;4
…2†jFi terms or the quadruply excited moments

Mabcd
K;ijkl

…2† in calculating the MMCC(2,4) energies (cf. equations (50) and (41));
(ii) the use of the CISDtq method in determining the wavefunctions jCK i that enter
the MMCC(2,4) energy corrections. Clearly, the CISDtq method provides better
results for excited states than the CISDt approach, used to calculate the MMCC(2,3)
correction ¯K …2; 3†. This has a positive e� ect on the calculated MMCC(2,4)
excitation energies. We must emphasize, however, that the CISDtq method alone
is not a great method for excited states. The errors in the CISDtq results can be, in
some cases, very small (cf. the 0.015 eV error in the CISDtq energy of the ®rst-excited
1§

‡
state at RC-H ˆ 2Re [78]), but usually they exceed 0.3 eV [78] (see also table 3).

The high quality of the MMCC(2,3) PESs and the poor quality of the
EOMCCSD and CISDt PESs can also be seen in ®gure 1. The MMCC(2,3) results
are so good that it is, in fact, hard to distinguish between the MMCC(2,3) and full CI
curves in ®gure 1(c). As shown in [77], the huge (often >1 eV) errors in the
EOMCCSD and CISDt results for the entire excited-state PESs of CH

‡
(cf. ®gures

1(a) and 1(b)) decrease in our MMCC(2,3) calculations to 0.00±0.10 eV. As in the
case of the vertical excitation energies, the MMCC(2,4) approach provides further
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improvements. Moreover, the MMCC(2,3) and MMCC(2,4) approximations are
capable of providing the correct asymptotic behaviour of the potential energy curves
of CH

‡
, restoring, for example, the degeneracy of the second 1§

‡
state, the second

1¦ state and the lowest 1¢ state in the RC-H ˆ 1 limit, which is broken by all
doubles models, including the EOMCCSD approach (see ®gure 1 (a)) and the so-
called VOO-CCD method advocated by Head-Gordon and co-workers [79]. These
three states should be exactly degenerate in the RC-H ˆ 1 limit, since they describe
the dissociation of the excited CH

‡
ion into C…2p2 1D† and H

‡
. For example, the full

CI energies of the second 1§
‡

state, the second 1¦ state and the lowest 1¢ state di� er
by less than 0.027 eV for RC-H ˆ 5:0 bohr [79]. However, the EOMCCSD energies of
these states do not approach the same value when RC-H approaches 1 (see ®gure
1 (a)). For RC-H ˆ 5:0 bohr, the di� erence between the EOMCCSD energies of the
second 1§

‡
and lowest 1¢ states is 1.163 eV. The di� erence between the EOMCCSD

energies of the lowest 1¢ and second 1¦ states is 0.865 eV [76, 77]. The MMCC(2,3)
and MMCC(2,4) methods correct this problem (see ®gure 1(c)). For example, the
MMCC(2,3) energies of the second 1§

‡
and lowest 1¢ states di� er only by 0.136 eV

for RC-H ˆ 5:0 bohr [77]. The MMCC(2,3) energies of the second 1§
‡

and second 1¦
states di� er by 0.008 eV at the same C±H distance. The analogous di� erences
between the MMCC(2,4) energies are even smaller.

The excellent performance of the MMCC(2,3) and MMCC(2,4) approaches in
studies of excited states of CH

‡
has been con®rmed in a number of other calcula-

tions, including the calculations for N2 and C2 [78]. The N2 and C2 molecules provide
us with examples of excited states that have signi®cant singly or doubly excited
components in a situation where the CCSD method gives a poor description of the
ground state. This immediately creates a very demanding situation for the EOMCC
and MMCC approaches, since both methods use the similarity-transformed
Hamiltonian, which is based on the results of the single-reference CC calculations
for the ground electronic state. The C2 molecule is particularly complicated,
since it has low-lying excited states dominated by doubles in a challenging
situation where the T3 and T4 clusters are large and where the CCSD approach
provides a poor description of the ground electronic state.

In order to test the MMCC methods in these demanding cases, we applied the
MMCC(2,3) and MMCC(2,4) approaches to the lowest 1¦g, 1§

¡
u , 1¢u and 1¦u states

of N2 and the lowest 1¦u,
1¢g,

1§
‡
u and 1¦g states of C2 [78] (see tables 3 and 4). The

corresponding full CI excitation energies were obtained by Christiansen et al. [71],
who used the cc-pVDZ basis set [169] for N2 and the modi®ed aug-cc-pVDZ basis set
[169, 170] for C2 (for further information about basis sets and equilibrium nuclear
geometries used in these full CI calculations, see [71]; we used the same basis sets and
geometries in our MMCC calculations; see also table 3).

The active orbitals used in the CI-corrected MMCC(2,3) and MMCC(2,4)
calculations were the 3sg, 1pu, 2pu, 1pg, 2pg and 3su orbitals (the three highest
occupied and three lowest unoccupied orbitals) in the case of N2 and the 1pu, 2pu,
3sg, 3su, 1pg and 2pg orbitals (the two highest occupied and four lowest unoccupied
orbitals) in the case of C2. This choice of active orbitals is justi®ed by the dominant
role of the corresponding orbital excitations in describing the valence excited states
of N2 and C2 listed in table 3.

As in the case of CH
‡

, the CI-corrected MMCC(2,3) and MMCC(2,4) results for
N2 and C2 are compared with the results of the EOMCCSD, CC3 [71], EOMCCSDt
[75, 81], EOMCCSDT [81] and full CI [71] calculations. In the EOMCCSDt
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calculations reported in [75, 81], we used the same small active spaces as employed in
the MMCC(2,3)/CISDt and MMCC(2,4)/CISDtq calculations. We also compare the
MMCC results with the results of the CISDt and CISDtq calculations, which are
needed to obtain the wavefunctions jCKi that are used to construct the MMCC
corrections ¯K…2; 3† and ¯K …2; 4†.

Before discussing the performance of the MMCC(2,3) and MMCC(2,4) ap-
proaches for the excited states of the N2 and C2 molecules, let us mention that the
ground electronic states of N2 and C2 are characterized by large T3 contributions.
For N2, the di� erence between the CCSD and full CI ground-state energies is 13.465
millihartree and most of this di� erence is due to T3 [71]. The e� ect of T4 and higher-
order clusters, although not negligible, is signi®cantly smaller in this case (for
example, the di� erence between the CCSDT and full CI ground-state energies is
only 1.627 millihartree [75]). The correlation e� ects characterizing the ground state
of C2 are even more complex. They are, in fact, largely non-dynamic, which is
re¯ected in huge T3 and relatively large T4 contributions (26.324 and 2.651
millihartree, respectively [39]).

The large role of T3 and, in the case of C2, T4 clusters creates a very challenging
situation for all CC theories of the CCSD type. This situation is further aggravated
by the complicated multicon®gurational structure of some low-lying states of N2 and
C2. This is particularly true for the lowest 1¢g and 1¦g states of the C2 molecule,
which are dominated by two-electron excitations [71]. In this case, we observe a
complete breakdown of the EOMCCSD and perturbative triples EOMCC or
response CC models, such as CC3 (see table 3). For the lowest 1¢g state of C2,
the EOMCCSD and CC3 methods give 2.054 and 0.859 eV errors, respectively. Even
the full EOMCCSDT approach gives a 0.407 eV error for this state. The
EOMCCSDt method gives a smaller, 0.285 eV, error, which is probably due to the
fortuitous cancellation of errors in the ground- and excited-state calculations. The
1.708 and 0.496 eV errors in the EOMCCSD and CC3 calculations for the lowest 1¦g

state are not as large as in the case of the 1¢g state, but they are still sizeable. As a
matter of fact, the large error in the results of the EOMCCSD calculations is also
observed for the lowest 1¦u state of N2, which has a partially biexcited character (see
table 3). In this case, the 0.400 eV error in the EOMCCSD result is considerably
reduced by the CC3 and EOMCCSDt methods, which give 0.177 and 0.090 eV
errors, respectively. The full EOMCCSDT approach gives a small, 0.052 eV, error
for this state.

In view of the above problems encountered in the EOMCCSD, CC3 and, to some
extent, full EOMCCSDT calculations, it is remarkable to observe the improvements
in the quality of results for the lowest 1¢g and 1¦g states of C2 and the lowest 1¦u

state of N2, o� ered by the MMCC(2,3) and MMCC(2,4) approximations. The
CISDt-based MMCC(2,3) method reduces the 2.054, 1.708 and 0.400 eV errors in
the EOMCCSD results for the lowest 1¢g and 1¦g states of C2 and the lowest 1¦u

state of N2 to as little as 0.130, 0.026 and 0.246 eV, respectively. Those are
remarkable improvements, particularly when we take into account the low cost
and the non-iterative character of the MMCC(2,3) calculations. The 0.130 and
0.026 eV errors in the MMCC(2,3) results for the lowest 1¢g and 1¦g states of C2 are
particularly impressive, considering the huge, ¹2 eV, errors in the EOMCCSD
results and 0.5±0.9 eV errors in the results of the iterative triples CC3 calculations.
The MMCC(2,4) method reduces the relatively small, 0.130, 0.026 and 0.246 eV,
errors in the MMCC(2,3) results for the lowest 1

¢g and 1¦g states of C2 and the
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lowest 1¦u state of N2 even further (cf. table 3). This is particularly true for the
lowest 1¦u state of N2, in which case the 0.246 eV error obtained with the
MMCC(2,3) approach is reduced to 0.085 eV. Although the very small, 0.011 eV,
error, obtained with the CISDtq-corrected MMCC(2,4) method for the lowest 1¢g

state of C2, may be a consequence of the fortuitous cancellation of errors, the fact of
the matter remains that the MMCC(2,4) approximation o� ers systematic improve-
ments in the overall quality of the MMCC calculations for the excited states of N2

and C2 having signi®cant biexcited components. This can be seen by analysing the
mean absolute errors in the results of the MMCC(2,3) and MMCC(2,4) calculations
for N2 and C2 shown in table 4.

In the above description, we focused on the most complicated states of N2 and
C2, which have large biexcited components, but similarly encouraging remarks apply
to the performance of the MMCC(2,3) and MMCC(2,4) approaches in the
calculations for other excited states. All of the remaining states of the N2 and C2

molecules, listed in table 3, namely the lowest 1¦g, 1§
¡
u and 1¢u states of N2 and the

lowest 1¦u and 1§
‡
u states of C2, are dominated by singles, so that reasonably

accurate results are already obtained with the EOMCCSD and CC3 approximations,
but even in this case the MMCC(2,3) and MMCC(2,4) methods may o� er
considerable improvements. The best example is provided here by the lowest 1¢u

state of N2 and the lowest 1§
‡
u state of C2. For the vertical excitation energy

corresponding to the transition from the ground state to the lowest 1§
‡
u state of C2,

the EOMCCSD approach gives a relatively large, 0.197 eV, error. This is a conse-
quence of the aforementioned fact that the CCSD method is incapable of providing
good results for the ground state of C2. In spite of the fact that the MMCC(2,3) and
MMCC(2,4) corrections ¯K…2; 3† and ¯K…2; 4† are calculated using the T1 and T2

clusters of the CCSD theory, the MMCC(2,3) and MMCC(2,4) approaches reduce
the 0.197 eV error in the results of the EOMCCSD calculations for the lowest 1§

‡
u

state of C2 to as little as 0.032 and 0.039 eV, respectively.
As in all other cases considered in this paper, the CISDt and CISDtq approaches

alone, which are used to generate the wavefunctions jCK i for the construction of the
MMCC corrections ¯K…2; 3† and ¯K…2; 4†, are not su� cient to provide very good
results for the excited states of N2 and C2. Only the insertion of the CISDt and
CISDtq wavefunctions jCK i into the formulae for ¯K…2; 3† and ¯K…2; 4† guarantees
excellent results. For example, the 1.182 and 0.306 eV errors in the CISDt and
CISDtq results for the lowest 1¢g state decrease to 0.130 and 0.011 eV, respectively,
when the CISDt and CISDtq wavefunctions jCKi are inserted into the expressions
for corrections ¯K…2; 3† and ¯K…2; 4†. On average, we observe a reduction of the mean
absolute errors in the CISDt and CISDtq results for C2 by a factor of 7±12 when the
CISDt and CISDtq methods are combined with the non-iterative MMCC(2,3) and
MMCC(2,4) approximations (see table 4). The reduction of mean absolute errors in
the CISDt and CISDtq results for N2 is less spectacular, although the reduction of
errors by a factor of 3±4, when going from the CISDt and CISDtq to the
MMCC(2,3) and MMCC(2,4) approximations, respectively, is still quite remarkable.

The results for N2 and C2 reported in table 3 and the corresponding mean
absolute errors listed in table 4 indicate that the MMCC(2,3) and MMCC(2,4)
methods provide the results that are similar or, in some cases, better than those
provided by the successful full EOMCCSDt and EOMCCSDT models. This is
particularly true for the MMCC(2,4) approach and for the excited states dominated
by two-electron transitions (e.g. the lowest 1

¢g and 1¦g states of C2, where there is
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the greatest challenge). Interestingly enough, even the simplest MMCC(2,3) approx-
imation, which is a relatively inexpensive NoNun2

on4
u procedure in the CISDt part and

an n3
on4

u (or NoNun2
on3

u) procedure in the non-iterative part related to the calculation
of ¯K…2; 3†, provides the results of the full EOMCCSDt/EOMCCSDT or higher
quality. For molecular examples described in this section, once the CISDt wave-
functions were calculated, the CPU time required to construct each ¯K…2; 3†
correction was comparable with the CPU time of a single EOMCCSD iteration.
This is a lot less than in the case of the EOMCCSDT approach, which also requires
the determination and storage of the three-body components of the cluster operator
T and excitation operator RK . The MMCC(2,3) and MMCC(2,4) calculations are
based on using only the one- and two-body components of T and RK .

We can summarize the results of the CI-corrected MMCC calculations presented
in this and the previous sections by stating that the CISDt-based MMCC(2,3) and
CISDtq-based MMCC(2,4) methods provide great improvements in the results of
the standard CCSD, CCSD[T], CCSD(T), CCSD(TQf ), EOMCCSD and CC3
calculations. The fact that we can obtain excellent results for a variety of ground
and excited states, including several cases of bond breaking and complicated excited
states dominated by doubles, in spite of using the relatively poor CISDt and CISDtq
wavefunctions jCK i in constructing corrections ¯K …2; 3† and ¯K …2; 4† (K ¶ 0), implies
that the MMCC theory is a robust formalism, in which very good results can be
obtained with the relatively poor wavefunctions jCKi. The robustness of the MMCC
theory will become even more transparent when we show the results of calculations
with the completely renormalized CCSD(T) and CCSD(TQ) calculations and their
quadratic MMCC analogue (cf. sections 3.2.2 and 3.3.2). The completely renorma-
lized CCSD(T) and CCSD(TQ) methods and the quadratic MMCC theory use the
relatively inexpensive MBPT-like expressions to design the ground-state wavefunc-
tion jC0i in the calculations of the corrections ¯0…2; mB† (mB ¶ 3).

3.1.4. The CI-corrected MMCC(2,5) and MMCC(2,6) methods and their
performance

Our experience with the CI-corrected MMCC schemes is telling us that the
CISDt-corrected MMCC(2,3) method and the CISDtq-corrected MMCC(2,4)
approach, described in sections 3.1.1±3.1.3, provide very good results for single
and double bond breaking in the ground electronic state [41, 48, 77, 78] and an
excellent description of a large variety of excited states [47, 77, 78] (cf. sections 3.1.2
and 3.1.3). However, the results of the CI-corrected MMCC(2,3) and MMCC(2,4)
calculations are less impressive when triple bonds (e.g. in N2) are broken. This is
illustrated in table 5, where we show the CISDtq-corrected MMCC(2,4) results for
the ground-state PES of the N2 molecule. The relatively small (a few millihartree)
errors in the CISDtq-corrected MMCC(2,4) results for the N±N separations
R <1:5Re (R ˆ Re is the equilibrium N±N bond length) become relatively large
(> 10 millihartree) for R ¶ 1:5Re. At large internuclear separations, such as
R ˆ 2Re, the CISDtq-corrected MMCC(2,4) approach su� ers from non-variational
collapse, similar to that plaguing the CCSD(T) approximation, although the 930
millihartree absolute errors for R µ 2:25Re are, more or less, an order of magnitude
smaller than the analogous errors characterizing the CCSD(T), CCSD(TQf ) and
CCSDT(Qf ) results (cf. table 5; we will return to N2 in the discussion below). In cases
like this, we have to consider the MMCC(2,6) method, in which, in addition to
moments Mabc

ijk
…2† and Mabcd

ijkl
…2†, equations (13) and (14), we calculate moments
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Mabcde
ijklm

…2† and Mabcdef
ijklmn

…2†, corresponding to projections of the CCSD equations on
pentuply and hextuply excited con®gurations (cf. equations (15) and (16)). The CI-
corrected MMCC(2,5) approximation does not seem to be su� ciently accurate for
the triple bond breaking in the region of larger internuclear separations (see table 5),
although the situation dramatically changes when we consider the quadratic version
of the quasi-variationa l MMCC(2,5) theory described in section 3.3.

The formulae de®ning the ground-state MMCC(2,5) and MMCC(2,6) methods
are as follows [171]:

EMMCC
0

…2; 5† ˆ ECCSD ‡ hC0jfQ3 MCC
3

…2† ‡ Q4 ‰MCC
4

…2† ‡ T1M
CC
3

…2†Š

‡ Q5 ‰MCC
5

…2† ‡ T1MCC
4

…2† ‡ …T2 ‡ 1
2 T 2

1
†MCC

3
…2†ŠgjFi=hC0jeT1‡T2 jFi;

…57†

EMMCC
0

…2; 6† ˆ ECCSD ‡ hC0jfQ3 MCC
3

…2† ‡ Q4 ‰MCC
4

…2† ‡ T1MCC
3

…2†Š

‡ Q5 ‰MCC
5

…2† ‡ T1MCC
4

…2† ‡ …T2 ‡ 1
2T

2
1
†MCC

3
…2†Š

‡ Q6 ‰MCC
6

…2† ‡ T1MCC
5

…2† ‡ …T2 ‡ 1
2T

2
1
†MCC

4
…2†

‡ …T1T2 ‡ 1
6T

3
1
†MCC

3
…2†ŠgjFi=hC0jeT1‡T2 jFi; …58†

where the quantities MCC
j

…2†jFi, j ˆ 3-6, are de®ned by equations (18)±(21). Similar
equations can be given for the excited-state MMCC(2,5) and MMCC(2,6) energies,
although we have not yet implemented or tested the excited-state MMCC(2,mB)
schemes with mB > 4.

In analogy to the CI-corrected MMCC(2,3) and MMCC(2,4) schemes, in the CI-
corrected MMCC(2,5) and MMCC(2,6) approaches we calculate wavefunctions jC0i
by solving the CISDtqp and CISDtqph equations, although other choices of jC0i are
clearly possible. The ground-state CISDtqp wavefunction, used instead of jC0i in the
CI-corrected MMCC(2,5) energy formula, equation (57), is obtained by solving the
CI eigenvalue problem with all singles and doubles, internal and semi-internal triply
and quadruply excited con®gurations de®ned by equations (55) and (56) and internal
and semi-internal pentuply excited con®gurations de®ned by the excitation operator

cK ;5
jFi ˆ

X

I>J>K>l>m
a>b>C>D>E

cabCDE
IJKlm

…K† jFabCDE
IJKlm

i; …59†

where K ˆ 0 in the ground-state case. The ground-state CISDtqph wavefunction,
used to determine jC0i in the CI-corrected MMCC(2,6) method (cf. equation (58)), is
obtained by solving the CI eigenvalue problem with all singles and doubles, internal
and semi-internal triply and quadruply excited con®gurations de®ned by equations
(55) and (56), internal and semi-internal pentuply excited con®gurations de®ned by
equation (59) and internal and semi-internal hextuply excited con®gurations de®ned
by the excitation operator

cK;6jFi ˆ
X

I>J>K>L>m>n
a>b>C>D>E>F

cabCDEF
IJKLmn

…K† jFabCDEF
IJKLmn

i; …60†

where, again, K ˆ 0 in the ground-state calculations. As in the case of the
MMCC(2,3) and MMCC(2,4) theories, the use of active orbitals in de®ning the
selected pentuples and hextuples entering equations (59) and (60) signi®cantly
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reduces the computer costs of the CI-corrected MMCC(2,5) and MMCC(2,6) energy

corrections, since we do not have to determine all Mabcde
ijklm

…2† and Mabcdef
ijklmn

…2†
moments. It is su� cient to calculate the moments MabCDE

IJKlm
…2† and MabCDEF

IJKLmn
…2†,

corresponding to projections of the CCSD equations on a relatively small set of

internal and semi-internal pentuply and hextuply excited con®gurations of the
jFabCDE

IJKlm
i and jFabCDEF

IJKLmn
i types. Our experience with these methods indicates that

those are the only types of pentuply and hextuply excited con®gurations that are
needed to obtain the excellent description of triple bond breaking. This can be seen

by analysing the results of the CI-corrected MMCC(2,5) and MMCC(2,6) calcula-

tions for the triple bond breaking in the ground-state N2 molecule (see table 5 and

®gure 2).

The N2 molecule is characterized by large T3 and T4 e� ects and, for stretched

nuclear geometries, by the sizeable contributions due to higher-than-quadrupl y

excited clusters, in addition to huge T3 and T4 e� ects. At the equilibrium geometry
(R ˆ Re) and for the DZ basis set [165] used in this example, the e� ect of T3 clusters,

as estimated by forming the di� erence of the CCSDT and CCSD energies, is ¡6:182

millihartree (see table 5). The e� ect of T4 clusters, as estimated by forming the

di� erence of the full CCSDTQ and CCSDT energies, is ¡1:912 millihartree [43]. The

full CCSDTQ method is virtually exact in this case. The T5 clusters seem to be

responsible for almost the entire 0.195 millihartree e� ect that constitutes the
di� erence between the CCSDTQ and full CI energies at R ˆ Re [172]. For the

geometries near the equilibrium, the T3 and T4 e� ects are very accurately described

by the perturbative CCSD(T) and CCSD…TQf† approaches. For example, the
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Figure 2. Potential energy curves for the DZ model of the N2 molecule (energies in hartree
and the N±N separation RN-N in bohr). A comparison of the results obtained with
the CR-CCSD(TQ),b and CISDtqph-corrected MMCC(2,6) methods, designated by
~ and *, respectively, with the results of the CCSD, CCSDT, CCSD(T),
CCSD…TQf † and full CI calculations, designated by the solid curve, ¤, &, * and the
dotted curve, respectively (see [43, 171] for the original numerical data).
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¡6:133 millihartree di� erence between the CCSD(T) and CCSD energies at R ˆ Re

is virtually identical to a ¡6:182 millihartree di� erence between the CCSDT and
CCSD energies. The di� erence between the CCSD…TQf† and CCSD(T) energies at
R ˆ Re is ¡1:833 millihartree, which is practically identical to the di� erence between
the CCSDTQ and CCSDT energies.

The situation becomes a lot more complicated when the N±N bond is stretched.
The combined e� ect of higher±than±doubly excited clusters, as estimated by forming
the di� erence between the full CI and CCSD energies, rapidly increases, from 8.289
millihartree at R ˆ Re to 33.545 millihartree at R ˆ 1:5Re (see table 5). At
R º 1:75Re, the CCSD potential energy curve has an unphysical hump and for
the N±N distances greater than 3.74 bohr the CCSD potential energy curve goes
signi®cantly below the exact, full CI curve (see table 5 and ®gure 2). The orbital
optimization at the CC doubles level via the so-called VOO-CCD approach [138,
139] does not help: the VOO-CCD potential energy curve for N2 is as bad as the
CCSD curve [139]. Even the full CCSDT method fails to provide a realistic
description of the ground-state PES of N2. The CCSDT curve has a hump for the
intermediate values of R, and for larger values of R is located signi®cantly below
the exact and CCSD curves (see table 5 and ®gure 2; note that at R ˆ 2:25Re the
absolute value of the di� erence between the CCSDT and full CI energies of 155.656
millihartree is greater than the 120.836 millihartree di� erence between the CCSD and
full CI energies). This implies the need for T4 clusters in this case. It is almost certain
that higher±than±quadruply excited clusters play an important role when R becomes
large, since triple bond breaking in N2 requires at least some hextuple excitations (in
a CI sense) [18, 122]. This can be seen by comparing the CISDtqph and CISDtqp
energies. The CISDtqp approach, which neglects the hextuple excitations altogether,
provides a signi®cantly worse description of bond breaking in N2 than the CISDtqph
method (see table 5). It can also be shown that the di� erence between the CISDTQ
(CI with all singles, doubles, triples, and quadruples) and full CI energies at R ˆ 2Re

is almost 40 millihartree [122].
The inclusion of the triply and quadruply excited clusters via non-iterative

perturbative CCSD(T) and CCSD…TQf† approximations leads to completely erro-
neous results at larger internuclear separations (cf. table 5 and ®gure 2). The
relatively small, 2.156 millihartree, di� erence between the CCSD(T) and full CI
energies at R ˆ Re increases (in absolute value) to 51.869 millihartree at R ˆ 1:75Re,
246.405 millihartree at R ˆ 2Re and 387.448 millihartree at R ˆ 2:25Re. The
CCSD…TQf† approach fails, too, giving the 92.981 and 334.985 millihartree errors
at R ˆ 2Re and 2:25Re, respectively. As shown in ®gure 2, the potential energy
curves obtained in the CCSD(T) and CCSD…TQf† calculations are completely
pathological: at larger internuclear separations the CCSD(T) curve is located
signi®cantly below the full CI curve and there is a well-pronounced hump on the
CCSD(T) curve for the intermediate values of R. The CCSD…TQf† potential energy
curve is located signi®cantly above the full CI curve. As a matter of fact, an attempt
to correct the results by adding the non-iterative correction due to T4 clusters to the
CCSDT energies, as is done in the CCSDT…Qf † calculations [20], fails too (see table
5). In other words, none of the standard single-reference methods of improving the
poor CCSD and CCSDT results at larger N±N separations, based on adding the
non-iterative corrections due to triples and quadruples to the RHF-based CCSD or
CCSDT energies, leads to a satisfactory description of bond breaking in N2. The
failure of the CCSD(T), CCSD…TQf† and CCSDT…Qf† approaches at larger N±N
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distances is a consequence of the divergent nature of the MBPT series and the failure
of the CCSD and CCSDT methods to provide reasonable information about the T1,
T2 and (in the case of CCSDT) T3 cluster amplitudes, which are used to construct the
relevant (T) and …Qf† corrections. We have tried to design the analogues of the
CCSD(T), CCSD…TQf† and CCSDT…Qf† methods that would account for the T5

and T6 clusters, using standard arguments originating from MBPT, but none of the
resulting methods provided us with reasonable potential energy curves of N2 [161].
Clearly, a correct description of the bond breaking in N2 and other triply bonded
molecules by the single-reference CC theory requires a di� erent approach.

The MMCC formalism provides us with two di� erent ways of removing the
failing of the standard single-reference CC approximations at larger N±N separa-
tions in N2. Excellent results for the triple bond breaking in N2 can be obtained
either by using the CISDtqph-corrected MMCC(2,6) method [171] or by employing
the quadratic MMCC approximation [161] described in section 3.3. Reasonably
good results can also be obtained with the completely renormalized CCSD(TQ) and
CCSDT(Q) approaches [43, 45] (for a discussion of the completely renormalized
CCSD(TQ) results, see section 3.2.2), but the quadratic MMCC results discussed in
section 3.3.2 and the results of the CISDtqph-corrected MMCC(2,6) calculations
discussed in this section are better than the results of the completely renormalized
CCSD(TQ) and CCSDT(Q) calculations in the asymptotic region. The quadratic
MMCC method [161], discussed in section 3.3, is, in our view, the best solution to
date, since it retains the `black-box’ character of the standard methods of the
CCSD(T) type, while providing an excellent description of the entire PES of N2

and other molecules, but the CISDtqph-corrected MMCC(2,6) approach is promis-
ing too. This can be seen by analysing the results of the CISDtqph-corrected
MMCC(2,6) calculations shown in table 5 and ®gure 2. In all CI-corrected MMCC
calculations reported in table 5 and ®gure 2 (taken from [171]) and in all relevant
active-space CI calculations that were used to generate wavefunctions jC0i in the
MMCC energy expressions, the active space consisted of the 3sg, 1pu, 2pu, 1pg, 2pg

and 3su valence orbitals. This is the most natural choice of active orbitals for the
triple bond breaking in N2.

The CISDtqph-corrected MMCC(2,6) approach reduces the huge errors in
the results of the CCSD, CCSD(T) and similar calculations at larger N±N distances
R to as little as 4.443 millihartree at R ˆ 2Re and 4.552 millihartree at R ˆ 2:25Re.
The fact that the errors in the MMCC(2,6) calculations, which are based on the
generalized moments of the completely failing CCSD approach, range between 1.217
and 4.552 millihartree in the entire R ˆ 0:75Re ¡ 2:25Re region for the complicated
case of N2 clearly demonstrates that the MMCC formalism can handle all kinds of
problems, including the most di� cult problem of triple bond breaking. In spite of
the unphysical shape of the CCSD PES at the intermediate and larger N±N
distances, the MMCC(2,6) corrections to the CCSD energies lead to an excellent
potential energy curve, which is located only slightly above the exact, full CI, curve
(see ®gure 2). The dissociation energy De, de®ned here as the di� erence of energies at
R ˆ 2:25Re and R ˆ Re, resulting from the MMCC(2,6) calculations, is 6.68 eV, in
excellent agreement with the full CI value of 6.61 eV. The results listed in table 5
show that it is essentially impossible to calculate De for other RHF-based single-
reference CC methods, owing to the completely unphysical shapes of potential
energy curves resulting from the standard single-reference CC calculations. It is,
therefore, very encouraging that the MMCC(2,6) method employing the RHF
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reference is capable of providing an accurate representation of the PES of N2, even
at larger N±N separations, where essentially all standard CC approximations fail.
The 2.022 millihartree error in the MMCC(2,6) result at R ˆ Re is not as small as the
0.323 or ¹1 millihartree errors in the standard and completely renormalized
CCSD(TQ) results (cf. table 5), but the overall performance of the CISDtqph-
corrected MMCC(2,6) approximation is much better than the performance of the
CCSD(T) or CCSD(TQ)-type methods. The only non-iterative CC method, based on
the cluster amplitudes obtained in the CCSD calculations, that can provide the
results that are comparable with or better than the results of the MMCC(2,6)
calculations, is the aforementioned quadratic MMCC approach discussed in section
3.3.

A comparison of the CISDtqph-corrected MMCC(2,6) results with the results of
the CISDtq-corrected MMCC(2,4) and CISDtqp-corrected MMCC(2,5) calcula-
tions (all taken from [171]) clearly indicates that the MMCC(2,4) and MMCC(2,5)
levels of the MMCC theory are not su� cient to obtain an accurate description of the
triple bond breaking in N2, if the limited CI wavefunctions are used as the
wavefunctions jC0i in constructing the relevant corrections ¯0…2; mB†. For the DZ
basis set used here, the CI-corrected MMCC(2,4) and MMCC(2,5) results are good
for R µ 1:75Re. In this region, the errors in the MMCC(2,4) and MMCC(2,5)
energies do not exceed a few millihartree (see table 5). However, for R ¶ 2Re, the
energies obtained in the CI-corrected MMCC(2,4) and MMCC(2,5) calculations are
signi®cantly smaller than the corresponding full CI energies. In other words, at
larger N±N separations, the CI-corrected MMCC(2,4) and MMCC(2,5) approaches
su� er from a non-variational collapse similar to that characterizing the CCSD and
CCSD(T) approximations. On the other hand, there is a considerable di� erence
between the performance of the CCSD, CCSD(T) and other non-iterative CC
methods and the CI-corrected MMCC(2,4) and MMCC(2,5) approaches: the
negative errors relative to full CI in the results of the CI-corrected MMCC(2,4)
and MMCC(2,5) calculations for larger values of R, which for R ˆ 2Re are,
approximately, ¡20 millihartree, are a lot smaller (in absolute value) than the errors
in the CCSD, CCSD(T), CCSD(TQf ) and CCSDT(Qf ) results. We can de®nitely
conclude that the CI-corrected MMCC(2,4) and MMCC(2,5) methods provide
signi®cant improvements in the results of the standard single-reference calculations
for triple bond breaking in N2. The only problem is that the improvements o� ered
by the MMCC(2,4) and MMCC(2,5) approximations at larger N±N separations are
not as great as we would like in the asymptotic region. This behaviour of the CI-
corrected MMCC methods is in sharp contrast to the behaviour of the quadratic
MMCC approximations discussed in section 3.3. As we will see in section 3.3.2, the
quadratic MMCC approaches of the MMCC(2,5) type are capable of providing very
small, at most a few millihartree, errors in the entire R ˆ 0:75Re-2:25Re region of the
PES of N2. As a matter of fact, the most expensive moments of the CCSD theory, i.e.
Mabcde

ijklm
…2† and Mabcdef

ijklmn
…2†, can be ignored in the quadratic MMCC calculations for

N2 without signi®cant loss of accuracy at larger N±N separations. It seems to us that
the CI-corrected MMCC methods are less ¯exible in this regard, since the only level
of the CI-corrected MMCC theory that guarantees very good results for the triple
bond breaking in N2 is the MMCC(2,6) level.

The main factor that explains the patterns observed in the CI-corrected MMCC
calculations for N2 is the quality of the CI wavefunction jC0i, which is used to
construct the MMCC energy corrections. The results in table 5 imply that the CI
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wavefunction jC0i must provide a qualitatively correct description of bond breaking
if we are to obtain both the correct shape and very small errors in the CI-corrected
MMCC calculations. Clearly, the CISDtqph method provides a qualitatively correct
representation of the potential energy curve of N2 (see table 5). In consequence, the
CISDtqph-corrected MMCC(2,6) results are excellent at all N±N separations. The
CISDtqph-corrected MMCC(2,6) approximation reduces the 5.390±8.372 millihar-
tree errors in the bare CISDtqph results for N2 by a factor of 2±4. The CISDtq and
CISDtqp wavefunctions lack important contributions from the hextuply excited
con®gurations and this results in a poorer performance of the CISDtq and CISDtqp
methods and their CI-corrected MMCC(2,4) and MMCC(2,5) analogues at larger
N±N separations.

The triple bond breaking in N2 represents a very severe test of accuracy for all
MMCC methods, so that not all CI-corrected MMCC approximations perform
equally well. In this case, the CISDtqph-corrected MMCC(2,6) method (or, very
likely, the MRCI-corrected MMCC(2,6) approach) is essentially the only approach
among the CI-corrected MMCC approximations that provides excellent and well-
balanced results for smaller and larger N±N distances. For simpler types of bond
breaking, including various examples of single and double bond breaking, very good
results can already be obtained with the MMCC(2,3) and MMCC(2,4) approxi-
mations, whose performance was discussed in section 3.1.2. In those cases, the
CISDtqp-corrected MMCC(2,5) method and its CISDtqph-corrected MMCC(2,6)
counterpart provide further improvements in the already very good results of
the CI-corrected MMCC(2,3) and MMCC(2,4) calculations. For example, the
CISDtqp-corrected MMCC(2,5) approach reduces the relatively small, 0.501±2.416
millihartree, errors in the CISDtq-corrected MMCC(2,4) results for the case of
the simultaneous breaking of both O±H bonds in the H2O molecule (discussed
earlier in section 3.1.2) to 0.421±0.730 millihartree [171] (see table 6). The CISDtqph-
corrected MMCC(2,6) method reduces those very small errors in the CISDtqp-
corrected MMCC(2,5) results even further, by 0.004 millihartree at R ˆ Re, by
0.107 millihartree at R ˆ 1:5Re and by 0.192 millihartree at R ˆ 2Re (cf. table 6).

Clearly, the very small, 0.4±0.7 millihartree, errors in the CI-corrected
MMCC(2,5) and MMCC(2,6) results for the water molecule are a consequence of
the relatively good description of the simultaneous breaking of both O±H bonds in
H2O by the CISDtqp and CISDtqph methods that are used to generate wavefunc-
tions jC0i for constructing the MMCC(2,5) and MMCC(2,6) corrections ¯0…2; 5† and

¯0…2; 6†. The CISDtqph method is particularly good in this case, giving the 1.922±
2.600 millihartree errors in the entire R ˆ Re-2Re region. It is interesting to observe,
however, that the MMCC theory is capable of reducing the small, 2.628±3.732
millihartree, errors in the CISDtqp results and even smaller, 1.922±2.600 millihar-
tree, errors in the CISDtqph results by a rather large factor of 4±6, once the CISDtqp
and CISDtqph wavefunctions jC0i are inserted into the MMCC(2,5) and
MMCC(2,6) energy expressions. One might think that, once we decide to use the
high-quality wavefunction jC0i in the MMCC calculations, the additional improve-
ments o� ered by the MMCC theory after inserting this jC0i into the MMCC energy
expressions should no longer be big. Clearly, the reduction of errors in the CISDtqp
and CISDtqph results for the double dissociation of H2O by a factor of 4±6 is not as
impressive as the reduction of errors in the CISDt results, when the relatively poor
CISDt wavefunction jC0i is inserted into the MMCC(2,3) energy formula (cf. tables
2 and 6), but the reduction of the ¹2±4 millihartree errors in the CISDtqp and
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CISDtqph results to as little as 0:4-0:7 millihartree is very encouraging. The results
in tables 5 and 6 and the earlier results in tables 1 and 2 show that the MMCC
formalism always o� ers considerable improvements in the results of the limited CI
calculations that are used to provide wavefunctions jC0i for constructing the
MMCC corrections ¯0…mA; mB†, equation (45). As mentioned in section 3.1.3, a very
similar remark applies to excited states: the MMCC theory o� ers signi®cant
improvements in the results of the limited CI calculations of excited states that are
used to generate wavefunctions jCKi for constructing the MMCC corrections

¯K…mA; mB†, equation (46).
We should also emphasize the very systematic behaviour of the CI-corrected

MMCC approximations. The results for bond breaking in N2 and H2O listed in
tables 5 and 6 clearly show that the CI-corrected MMCC energies systematically
improve when we go from the basic MMCC(2,3) approach through the intermediate
MMCC(2,4) and MMCC(2,5) levels to the highest-level MMCC(2,6) approxima-
tion. A comparison of the MMCC(2,3) and MMCC(2,4) results in tables 3 and 4
implies that the same should be true for excited states, although we have not yet
tested the higher-level MMCC(2,5) and MMCC(2,6) methods in excited-state
calculations. The systematic improvements in the results of the CI-corrected MMCC
calculations in a sequence of the MMCC…2; 3† ! MMCC…2; 4† ! MMCC…2; 5† !
MMCC…2; 6† approximations are a consequence of the fact that, along with
incorporating higher and higher moments of the CCSD equations, we are also
systematically improving the quality of the CI wavefunctions that enter the
MMCC…2; mB†, mB ˆ 2-6, expressions (from CISDt in the MMCC(2,3) case to
CISDtqph in the MMCC(2,6) case).
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Table 6. A comparison of the CI-corrected MMCC(2,5) and
MMCC(2,6) ground-state energies with their MMCC(2,3) and
MMCC(2,4) counterparts and with the corresponding full CI,
CISDt, CISDtq, CISDtqp and CISDtqph results obtained for
the equilibrium and two displaced geometries of the H2O
molecule with the DZ basis set.

a

Method R ˆ Re
b

R ˆ 1:5Re
c

R ˆ 2Re
c

Full CI 776.157866
b 776.014521

c 775.905247
c

CISDt
d;e 6.922 18.884 49.948

CISDtq
d;e

2.702 2.919 5.638
CISDtqp

e; f
2.628 2.578 3.732

CISDtqph
e; f

2.600 2.187 1.922

MMCC(2,3)
d;e

0.811 2.407 1.631
MMCC(2,4)

d;e
0.501 0.942 2.416

MMCC(2,5)
e; f

0.421 0.584 0.730
MMCC(2,6)

e; f
0.417 0.477 0.538

a
The full CI total energies are in hartree. The CC, CI and MMCC

energies are in millihartree relative to the corresponding full CI energy
values.
b

The equilibrium geometry and full CI result from [166].
c
The geometry and full CI result from [167].

d
From [48].

e
The active space consisted of the 1b1, 3a1, 1b2, 4a1, 2b1, and 2b2 orbitals.

f
From [171].

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
6
:
3
2
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



Let us summarize the results discussed in this section and in the earlier sections
3.1.2 and 3.1.3. The CI-corrected MMCC methods are capable of providing very
good results for bond breaking [41, 47, 48, 171], but in our view these methods can be
particularly useful for excited states, which are often described or characterized
through the dominant orbital excitations (s ! s, s ! p, etc.; cf. [47, 77, 78]). The a
priori information about the dominant orbital excitations de®ning excited states of
interest can then be used to select active orbitals for the CISDt, CISDtq or some
other relatively inexpensive MRCI-like calculations of the wavefunctions jCKi that
enter the MMCC(2,3) and MMCC(2,4) energy expressions, equations (49) and (50)
[47, 77, 78]. The choice of active orbitals for the ground-state calculations with the
CI-corrected MMCC methods is usually straightforward, too, since we often know
which valence orbitals are involved in the bond-breaking process under considera-
tion, but clearly it would be very useful to be able to describe PESs involving bond
breaking without having to select active orbitals. Undoubtedly, it would be desirable
to have robust approaches, which combine the simplicity of the `black-box’ non-
iterative CC methods, such as CCSD(T), with the e� ciency with which active-space
or MRCC and MRCI approaches describe quasi-degenerate states and bond
breaking. The non-iterative single-reference CC approaches which are ¯exible and
powerful enough that they can handle at least some types of bond breaking, in spite
of using elements of MBPT, would be particularly desirable in situations where it is
not easy to de®ne the appropriate active space. The completely renormalized
CCSD(T) and CCSD(TQ) methods described in the next subsection and the quasi-
variational MMCC approaches described in section 3.3 are good candidates for such
methods.

3.2. The renormalized and completely renormalized CC methods
The renormalized and completely renormalized CC methods are obtained when

the low-order MBPT expressions are used to de®ne the ground-state wavefunction
jC0i in the MMCC(mA; mB) energy formulae [41±47, 49]. The renormalized and
completely renormalized CCSD[T], CCSD(T) and CCSD(TQ) methods, discussed in
this section, are based on the idea of combining the MBPT(2)-like (second-order
MBPT-like) wavefunctions jC0i with the ground-state MMCC(2,3) and MMCC(2,4)
approximations introduced in section 3.1 (cf. equations (47) and (48)). As their
standard CCSD[T], CCSD(T) and CCSD…TQf† counterparts, the renormalized and
completely renormalized CCSD[T], CCSD(T) and CCSD(TQ) approaches can be
used to correct the results of the CCSD calculations (for single bond breaking, using
the renormalized and completely renormalized CCSD[T] and CCSD(T) methods,
and, for multiple bond breaking, using the renormalized and completely renorma-
lized CCSD(TQ) approach). The more expensive renormalized and completely
renormalized CCSDT(Q) methods, which can be used to correct the CCSDT results
by employing the MMCC(3,4) approximation [41, 42, 45, 47], are not discussed here.

3.2.1. The renormalized and completely renormalized CCSD[T], CCSD(T) and
CCSD(TQ) methods: theory

The completely renormalized CCSD[T] and CCSD(T) methods (the CR-
CCSD[T] and CR-CCSD(T) approaches) are examples of the MMCC(2,3) scheme.
Thus, if T1 and T2 are the cluster operators obtained by solving the CCSD
equations, then the energy formulae de®ning the CR-CCSD[T] and CR-CCSD(T)
methods are [41±44, 46, 47, 49]
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ECR-CCSD‰TŠ ˆ ECCSD ‡ hCCCSD‰TŠjQ3 MCC
3

…2†jFi=hCCCSD‰TŠjeT1‡T2 jFi; …61†

ECR-CCSD…T† ˆ ECCSD ‡ hCCCSD…T†jQ3 MCC
3

…2†jFi=hCCCSD…T†jeT1‡T2 jFi; …62†

where ECCSD is the CCSD energy and MCC
3

…2†jFi is a quantity that can be expressed
in terms of moments Mabc

ijk
…2† according to equation (18). The jCCCSD‰TŠi and

jCCCSD…T†i wavefunctions, entering equations (61) and (62), are de®ned by the very
simple, MBPT(2)[SDT]-like, expressions

jCCCSD‰TŠi ˆ …1 ‡ T1 ‡ T2 ‡ T
‰2Š
3

†jFi; …63†

jCCCSD…T†i ˆ jCCCSD‰TŠi ‡ Z3jFi; …64†

where the

T
‰2Š
3

jFi ˆ R
…3†
0

…VNT2†
C

jFi …65†

term in equation (63) is a CCSD analogue of the connected triples contribution to
the MBPT(2) wavefunction and

Z3jFi ˆ R
…3†
0 VNT1jFi …66†

is the disconnected triples correction that distinguishes the [T] and (T) corrections. In
the above expressions, R

…3†
0 designates the three-body component of the MBPT

reduced resolvent and VN represents the two-body part of the Hamiltonian in the
normal-ordered form.

The renormalized CCSD[T] and CCSD(T) methods (the R-CCSD[T] and
R-CCSD(T) approaches) are obtained by replacing the Mabc

ijk
…2† moments in the

CR-CCSD[T] and CR-CCSD(T) formulae, equations (61) and (62), respectively,
with their lowest-order estimates, i.e. hFabc

ijk
j…VNT2†C

jFi. Thus, the R-CCSD[T] and
R-CCSD(T) energies are calculated as follows [41±44, 46, 47, 49]:

ER-CCSD‰TŠ ˆ ECCSD ‡ hCCCSD‰TŠjQ3 …VNT2†
C

jFi=hCCCSD‰TŠjeT1‡T2 jFi; …67†

ER-CCSD…T† ˆ ECCSD ‡ hCCCSD…T†jQ3 …VNT2†
C

jFi=hCCCSD…T†jeT1‡T2 jFi: …68†

Although calculations of entire PESs involving single bond breaking require using
the CR-CCSD[T] and CR-CCSD(T) methods rather than the R-CCSD[T] and R-
CCSD(T) approaches [41, 42, 44, 46, 47, 49], the R-CCSD[T] and R-CCSD(T)
methods can help us to understand the relationship between the standard and
completely renormalized CC approaches. Moreover, the R-CCSD[T] and R-
CCSD(T) methods provide a superior description of moderately stretched chemical
bonds, when compared with the conventional CCSD[T] and CCSD(T) approaches
[41, 42, 44, 46, 47, 49].

In deriving the above expressions for the R-CCSD[T], R-CCSD(T), CR-
CCSD[T] and CR-CCSD(T) energies, we used an idea of replacing the `trial’
wavefunction jC0i in the general MMCC(2,3) formula, equation (47), by the
MBPT(2)[SDT]-like expressions (63) and (64). An alternative derivation of the R-
CCSD[T], R-CCSD(T), CR-CCSD[T] and CR-CCSD(T) formulae and their slightly
modi®ed variants, employing the energy-dependent form of the CCSDT-1 equations,
has been presented in [173]. The original derivation of the R-CCSD[T], R-CCSD(T),
CR-CCSD[T] and CR-CCSD(T) expressions by Piecuch and Kowalski [42] has an
advantage over the method used one year later in [173] that, by relating the

Recent advances in electronic structure theory 571

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
6
:
3
2
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



R-CCSD[T], R-CCSD(T), CR-CCSD[T] and CR-CCSD(T) methods to the
MMCC(mA; mB) approximations, we can easily extend the R-CCSD[T], R-
CCSD(T), CR-CCSD[T] and CR-CCSD(T) approaches to higher-than-triple excita-
tions, such as quadruples, for which we can use the general MMCC(2,4) formula,
equation (48), as the starting point (cf. the description of the renormalized and
completely renormalized CCSD(TQ) approaches given below). In addition, the
reasoning used by Piecuch and Kowalski in their original work [42] to derive the
R-CCSD[T], R-CCSD(T), CR-CCSD[T] and CR-CCSD(T) methods and their
higher-order extensions can be applied to develop other types of successful CC
`black boxes’ for bond breaking, including the quadratic MMCC approaches
discussed in section 3.3. None of this is possible if we want to follow the reasoning
presented in [173], although the rederivation of the R-CCSD[T], R-CCSD(T), CR-
CCSD[T] and CR-CCSD(T) expressions of Piecuch and Kowalski presented in [173]
represents an interesting contribution to our MMCC theory, which once again
demonstrates how much can be gained by resigning from the conventional
arguments of the single-reference CC formalism.

Let us discuss the relationship between the standard and renormalized or com-
pletely renormalized CCSD[T] and CCSD(T) methods. The above de®nitions of
the jCCCSD‰TŠi and jCCCSD…T†i wavefunctions, equations (63) and (64), respectively,
allow us to rewrite equations (61), (62), (67) and (68) in the following compact form:

ECR-CCSD‰TŠ ˆ ECCSD ‡ NCR‰TŠ
=D

‰TŠ
; …69†

ECR-CCSD…T† ˆ ECCSD ‡ NCR…T†
=D

…T†
; …70†

ER-CCSD‰TŠ ˆ ECCSD ‡ N
‰TŠ

=D
‰TŠ

; …71†

ER-CCSD…T† ˆ ECCSD ‡ N
…T†

=D
…T†

: …72†

The NCR‰TŠ
, NCR…T†

, N
‰TŠ

and N
…T†

numerators entering the above expressions are
de®ned as

NCR‰TŠ ˆ hFj…T
‰2Š
3

†y
MCC

3
…2†jFi; …73†

NCR…T† ˆ NCR‰TŠ ‡ hFj…Z3†y
MCC

3
…2†jFi; …74†

N
‰TŠ ˆ hFj…T

‰2Š
3

†y…VNT2†
C

jFi; …75†

N
…T† ˆ N

‰TŠ ‡ hFj…Z3†
y…VNT2†

C
jFi; …76†

where the T
‰2Š
3 and Z3 operators are de®ned by equations (65) and (66) respectively.

The D
‰TŠ

and D
…T†

denominators entering equations (69)±(72) represent the relevant
overlaps between jCCCSD‰TŠi and jCCCSD…T†i and the CCSD ground state. We have

D
‰TŠ ˆ hCCCSD‰TŠjeT1‡T2 jFi; …77†

D
…T† ˆ hCCCSD…T†jeT1‡T2 jFi: …78†

The N
‰TŠ

and N
…T†

numerators de®ning the R-CCSD[T] and R-CCSD(T) energies (cf.
equations (71) and (72)) are directly related to the non-iterative energy corrections

E
‰4Š
T

ˆ hFj…T
‰2Š
3

†y…VNT2†
C

jFi …79†
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and

E
‰5Š
ST

ˆ hFj…Z3†
y…VNT2†

C
jFi …80†

that de®ne the standard CCSD[T] and CCSD(T) energies [7, 8],

ECCSD‰TŠ ˆ ECCSD ‡ E
‰4Š
T

…81†

and

ECCSD…T† ˆ ECCSD‰TŠ ‡ E
‰5Š
ST

ˆ ECCSD ‡ E
‰4Š
T

‡ E
‰5Š
ST; …82†

respectively. We have

N
‰TŠ ˆ E

‰4Š
T ; …82†

N
…T† ˆ E

‰4Š
T

‡ E
‰5Š
ST: …84†

It can also be shown that the explicit equations for the D
‰TŠ

and D
…T†

denominators
can be given the following form:

D
‰TŠ ˆ 1 ‡ hFjTy

1T1jFi ‡ hFjTy
2 T2 ‡ 1

2T
2
1

¡ ¢
jFi

‡ hFj…T
‰2Š
3

†y…T1T2 ‡ 1
6 T 3

1
†jFi; …85†

D
…T† ˆ D

‰TŠ ‡ hFjZ
y
3
…T1T2 ‡ 1

6 T3
1
†jFi: …86†

The above equations allow us to see that the R-CCSD[T] and R-CCSD(T)
approaches that are obtained by simplifying the CR-CCSD[T] and CR-CCSD(T)
energy formulae reduce to the standard CCSD[T] and CCSD(T) methods when the
D

‰TŠ
and D

…T†
denominators in equations (67) and (68) or (71) and (72) are replaced

by 1 [41, 42]. Indeed, by replacing the D
‰TŠ

denominator in equation (71) by 1, we
obtain the formula for the CCSD[T] energy ECCSD‰TŠ

, equation (81). Similarly, by
replacing the D

…T†
denominator in equation (72) by 1, we obtain the CCSD(T) energy

ECCSD…T†
, equation (82). As explained in [41, 42], approximation of the D

‰TŠ
and D

…T†

denominators by 1 is a justi®ed step from the point of view of MBPT, since both
denominators equal 1 plus terms which are at least of the second order in the
perturbation VN. This becomes clear when we look at the explicit equations for D

‰TŠ

and D
…T†

, equations (85) and (86), respectively, and when we realize that the leading
T

y
2T2 term in these expressions (excluding, of course, 1) is at least of the second order

in VN.
The above analysis implies that the R-CCSD[T], R-CCSD(T), CR-CCSD[T] and

CR-CCSD(T) methods can be viewed as the MMCC-based extensions of the
standard CCSD[T] and CCSD(T) approaches. The idea of renormalizing the
CCSD[T] and CCSD(T) methods via the MMCC formalism can easily be extended
to the CCSD(TQ) case. The completely renormalized CCSD(TQ) (CR-CCSD(TQ))
methods are examples of the MMCC(2,4) scheme, in which we improve the results of
the standard CCSD calculations by adding the non-iterative corrections ¯0…2; 4†,
de®ned in terms of moments Mabc

ijk
…2† and Mabcd

ijkl
…2†, to the CCSD energies. Two

variants of the CR-CCSD(TQ) method, labelled by extra letters `a’ and `b’, are
particularly useful. The corresponding CR-CCSD(TQ),a and CR-CCSD(TQ),b
energies are calculated in the following way [41±44, 46, 47]:
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ECR-CCSD…TQ†;x ˆ ECCSD ‡ hCCCSD…TQ†;xjQ3 MCC
3

…2† ‡ Q4 ‰T1MCC
3

…2†

‡MCC
4

…2†ŠjFi=hCCCSD…TQ†;xjeT1‡T2 jFi …x ˆ a; b†; …87†

where

jCCCSD…TQ†;ai ˆ jCCCSD…T†i ‡ 1
2T2T

…1†
2

jFi …88†

and

jCCCSD…TQ†;bi ˆ jCCCSD…T†i ‡ 1
2T

2
2
jFi; …89†

with T
…1†
2 representing the ®rst-order MBPT estimate of T2 and jCCCSD…T†i given by

equation (64). The MCC
3

…2†jFi and MCC
4

…2†jFi quantities have been de®ned in
section 2.1 (cf. equations (18) and (19) respectively). As in the case of the CR-
CCSD[T] and CR-CCSD(T) methods, the above de®nitions of the jCCCSD…TQ†;ai and
jCCCSD…TQ†;bi wavefunctions, equations (88) and (89), respectively, allow us to
rewrite the CR-CCSD(TQ),a and CR-CCSD(TQ),b energies, equation (87), in the
following compact form:

ECR-CCSD…TQ†;x ˆ ECCSD ‡ NCR…TQ†;x
=D

…TQ†;x …x ˆ a; b†; …90†

where

NCR…TQ†;a ˆ NCR…T† ‡ 1
2
hFjT

y
2
…T

…1†
2

†y‰T1MCC
3

…2† ‡ MCC
4

…2†ŠjFi; …91†

NCR…TQ†;b ˆ NCR…T† ‡ 1
2
hFj…T y

2
†2‰T1MCC

3
…2† ‡ MCC

4
…2†ŠjFi; …92†

D
…TQ†;a ˆ D

…T† ‡ 1
2
hFjTy

2
…T

…1†
2

†y…1
2T

2
2

‡ 1
2T

2
1 T2 ‡ 1

24T
4
1
†jFi; …93†

D
…TQ†;b ˆ D

…T† ‡ 1
2
hFj…T

y
2
†2…1

2T
2
2

‡ 1
2T

2
1 T2 ‡ 1

24T
4
1
†jFi; …94†

with NCR…T†
and D

…T†
de®ned by equations (74) and (86) respectively.

In analogy to the CR-CCSD[T] and CR-CCSD(T) methods and their R-
CCSD[T] and R-CCSD(T) counterparts, we can simplify the CR-CCSD(TQ),x
(x ˆ a; b) energy expressions by considering the lowest-order estimates of the
Mabc

ijk
…2† and Mabcd

ijkl
…2† moments, which enter the MCC

3
…2†jFi and MCC

4
…2†jFi

quantities via equations (18) and (19), and by dropping the higher-order T1M3…2†
term in equation (87) or in equations (91) and (92). This leads to the renormalized R-
CCSD(TQ)-1,x and R-CCSD(TQ)-2,x (x ˆ a; b) methods [41±43]. In the R-
CCSD(TQ)-1,x methods, we replace Mabc

ijk
…2† by hFabc

ijk
j…VNT2†

C
jFi and Mabcd

ijkl
…2†

by hFabcd
ijkl

j‰VN…1
2 T 2

2
‡ T

‰2Š
3

†Š
C

jFi, where T
‰2Š
3 is the estimate for the T3 cluster

component de®ned by equation (65). In the R-CCSD(TQ)-2,x methods, we replace
Mabc

ijk
…2† by hFabc

ijk
j‰VN…T2 ‡ 1

2 T 2
2
†Š

C
jFi and Mabcd

ijkl
…2† by hFabcd

ijkl
j…1

2 VNT2
2
†
C

jFi. For
example, the R-CCSD(TQ)-1,x energies, x ˆ a; b, can be given the following form:

ER-CCSD…TQ†-1;x ˆ ECCSD ‡ N
…TQ†-1;x=D

…TQ†;x …x ˆ a; b†; …95†

where

N
…TQ†-1;a ˆ N

…T† ‡ 1
2
hFjT y

2
…T

…1†
2

†y‰VN…1
2T

2
2

‡ T
‰2Š
3

†Š
C

jFi …96†

and

N
…TQ†-1;b ˆ N

…T† ‡ 1
2
hFj…Ty

2
†2‰VN…1

2T
2
2

‡ T
‰2Š
3

†Š
C

jFi; …97†

with N
…T†

and T
‰2Š
3 de®ned by equations (76) and (65), respectively.
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As explained in [42], all R-CCSD(TQ) and CR-CCSD(TQ) approaches have a
similar physical content. For example, they contain all of the terms of the CCSD(T)
approach and the ®fth-order-type E

‰5Š
QQ contributions due to T4 clusters (or their

approximate variants obtained by replacing one of the T
y
2 components in equations

(92) or (97) by the ®rst-order …T
…1†
2

†y
estimate; cf. equations (91) and (96)). The E

‰5Š
QQ

contributions are de®ned as follows:

E
‰5Š
QQ

ˆ 1
4
hFj…T y

2
†2…VNT 2

2
†
C

jFi …98†

(cf. [174±176] for a discussion of all E
‰5Š

terms). In addition, the R-CCSD(TQ)-1,x
(x=a,b) methods include the ®fth-order-type E

‰5Š
QT term, which is de®ned as

E
‰5Š
QT

ˆ 1
2
hFj…Ty

2
†2…VNT

‰2Š
3

†
C

jFi …99†

or (in the R-CCSD(TQ)-1,a case) its approximate version obtained by replacing one
of the T

y
2 components in equation (97) by …T

…1†
2

†y
. Indeed, the N

…TQ†-1;b numerator,
equation (97), de®ning the R-CCSD(TQ)-1,b energy, can be written as

N
…TQ†-1;b ˆ N

…T† ‡ E
‰5Š
QQ

‡ E
‰5Š
QT: …100†

The R-CCSD(TQ)-2,x and, naturally, CR-CCSD(TQ),x approaches contain the

E
‰5Š
TQ

ˆ 1
2
hFj…T

‰2Š
3

†y…VNT2
2
†
C

jFi …101†

term, which is very similar to E
‰5Š
QT (although we should recognize that E

‰5Š
QT represents

part of the ®fth-order e� ect due to T4, whereas E
‰5Š
TQ represents one of the ®fth-order

terms due to T3). Essentially, all of these terms enter the CCSD(TQf ) scheme of
Kucharski and Bartlett [20], where the energy is calculated as follows:

ECCSD…TQf† ˆ ECCSD ‡ E
‰4Š
T

‡ E
‰5Š
ST

‡ 1
2
hFjT y

2
…T

…1†
2

†y‰VN…1
2T

2
2

‡ T
‰2Š
3

†Š
C

jFi

º ECCSD…T† ‡ E
‰5Š
QQ

‡ E
‰5Š
QT: …102†

We should remember, however, that unlike in the CCSD(TQf ) method, the T3 and
T4 energy corrections included in the R-CCSD(TQ)-1,2,x and CR-CCSD(TQ),x
(x=a,b) methods are divided by the corresponding D

…TQ†;x denominators, equations
(93) and (94). As explained below, the presence of these denominators signi®cantly
improves the description of the ground-state PESs at larger internuclear separations,
where the CCSD(TQf ) approach fails.

In analogy to the R-CCSD[T] and R-CCSD(T) approaches and their standard
CCSD[T] and CCSD(T) counterparts, it can be shown that the R-CCSD(TQ)-1,a
scheme, obtained by simplifying the CR-CCSD(TQ),x (x=a,b) equations, reduces to
the factorized CCSD(TQf ) approach of Kucharski and Bartlett [20], when the D

…TQ†;a

denominator in the R-CCSD(TQ)-1,a energy expression, equation (95), is replaced
by 1. Indeed, the CCSD(TQf ) energy, equation (102), can be given the following
form (cf. equations (84) and (96)):

ECCSD…TQf † ˆ ECCSD ‡ N
…TQ†-1;a; …103†

where N
…TQ†-1;a is de®ned by equation (96). Clearly, we can obtain equation (103)

from the R-CCSD(TQ)-1,a energy formula, equation (95), by replacing D
…TQ†;a in the

latter equation by 1. This very simple relationship between the R-CCSD(TQ)-1,a and
CCSD(TQf ) methods, combined with the similarity of the physical contents of all R-
CCSD(TQ) approximations and the fact that the R-CCSD(TQ) energies are
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obtained by simplifying the CR-CCSD(TQ) energy expressions, implies that the R-
CCSD(TQ) and CR-CCSD(TQ) approaches can be viewed as the MMCC extensions
of the standard CCSD(TQf ) approach (cf. [41±43] for additional comments).

For the closed-shell molecules at or near their equilibrium geometries, where the
MBPT series usually converges, the D

‰TŠ
and D

…T†
denominators, equations (77) or

(85) and (78) or (86), respectively, de®ning the (C)R-CCSD[T] and (C)R-CCSD(T)
approximations , and the D

…TQ†;x denominators, equations (93) and (94), de®ning the
(C)R-CCSD(TQ),x …x ˆ a; b† approximations, are close to 1, so that the renorma-
lized and completely renormalized CCSD[T], CCSD(T) and CCSD(TQ) approaches
give results that are almost identical to those obtained with the standard CCSD[T],
CCSD(T) and CCSD(TQf ) methods. In the region of stretched nuclear geometries,
where the MBPT series is manifestly divergent, the D

‰TŠ
, D

…T†
and D

…TQ†;x denomi-
nators can be much larger than 1 [42, 43]. This is the main reason for the excellent
performance of the CR-CCSD[T], CR-CCSD(T) and CR-CCSD(TQ),x approaches
at larger internuclear separations. The overlaps of the jCCCSD‰TŠi, jCCCSD…T†i and
jCCCSD…TQ†;xi …x ˆ a; b† wavefunctions, equations (63), (64), (88) and (89), respect-
ively, with the CCSD wavefunction eT1‡T2 jFi, de®ning those denominators, play a
role of natural damping factors, which damp the excessively large and, thus,
completely unphysical values of the non-iterative triples and quadruples corrections
at larger internuclear separations. Because of the use of intermediate normalization,
no such denominators are present in the conventional CCSD[T], CCSD(T) and
CCSD(TQf ) energy expressions. In consequence, the standard CCSD[T], CCSD(T)
and CCSD(TQf ) methods give completely unphysical PESs when chemical bonds are
stretched or broken, whereas the CR-CCSD[T], CR-CCSD(T) and CR-CCSD(TQ),x
approaches provide a correct PES description at large internuclear distances [41±47,
49, 158].

The above simple relationship between the renormalized and completely
renormalized CCSD[T], CCSD(T) and CCSD(TQ) methods and their standard
counterparts implies that costs of the R-CCSD[T], R-CCSD(T), CR-CCSD[T],
CR-CCSD(T), R-CCSD(TQ)-n,x and CR-CCSD(TQ),x (n ˆ 1; 2, x ˆ a; b) calcula-
tions are essentially identical to the costs of the standard CCSD[T], CCSD(T) and
CCSD(TQf ) calculations. In analogy to the standard CCSD[T] and CCSD(T)
methods, the R-CCSD[T], R-CCSD(T), CR-CCSD[T] and CR-CCSD(T) approaches
are n3

on4
u procedures in the non-iterative steps involving triples and n2

on4
u procedures in

the iterative CCSD steps. The memory and disk storage requirements characterizing
the R-CCSD[T], R-CCSD(T), CR-CCSD[T] and CR-CCSD(T) methods are
essentially identical to those characterizing the standard CCSD[T] and CCSD(T)
approaches (see [158] for details). In complete analogy to the non-iterative triples
corrections, the cost of the R-CCSD(TQ)-n,x calculations is identical to the cost of
the CCSD(TQf ) calculations (the CCSD(TQf ) method is an n3

on4
u procedure in the

triples part and an n2
on5

u procedure in steps involving T4 contributions). The CR-
CCSD(TQ),x approaches are only twice as expensive as the CCSD(TQf ) method in
the steps involving the non-iterative corrections to the CCSD energy.

These relatively low computer costs, combined with the ease of use of the
completely renormalized CCSD[T], CCSD(T) and CCSD(TQ) methods that can
only be matched by the standard CCSD[T], CCSD(T) and CCSD(TQf ) approaches
and with the fact that the CR-CCSD[T], CR-CCSD(T) and CR-CCSD(TQ),x
approaches remove the pervasive failing of the standard methods at larger inter-
nuclear separations, make the CR-CCSD[T], CR-CCSD(T) and CR-CCSD(TQ),x
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approaches attractive alternatives to the existing multireference methods, such as
MRCI. The latter methods describe bond breaking correctly, but the e� ort involved
is signi®cantly larger and one has to think about elements such as reference
con®gurations, active orbitals, etc. to set up multireference calculations. None of
these elements has to be considered in the CR-CCSD[T], CR-CCSD(T) and CR-
CCSD(TQ),x calculations. As we will see in section 3.2.2, the CR-CCSD[T], CR-
CCSD(T) and CR-CCSD(TQ),x methods provide results of MRCI quality with an
e� ort similar to the standard CCSD[T], CCSD(T) and CCSD(TQf ) calculations [41±
44, 46, 47, 49, 158]. Similar remarks apply to the R-CCSD[T], R-CCSD(T) and R-
CCSD(TQ)-n,x approaches, which often improve the results of standard calculations
for the intermediate stretches of chemical bonds. We must remember, however, that
the R-CCSD[T], R-CCSD(T) and R-CCSD(TQ)-n,x methods fail at larger distances
[41±44, 46, 47, 49]. For this reason, the CR-CCSD[T], CR-CCSD(T) and CR-
CCSD(TQ),x methods are the recommended choices, although the R-CCSD[T], R-
CCSD(T) and R-CCSD(TQ)-n,x methods can be very useful in some cases too (cf.
section 3.2.2).

3.2.2. The renormalized and completely renormalized CCSD[T], CCSD(T) and
CCSD(TQ) methods: examples of applications

3.2.2.1. Benchmark calculations for bond breaking in diatomics and small
polyatomics. We begin the discussion of examples of the renormalized and
completely renormalized CCSD[T], CCSD(T) and CCSD(TQ) calculations by
examining the results that we obtained for the DZ models of the HF, H2O, N2 and
C2 molecules, for which the exact, full CI, potential energy curves and many other
data are available (see tables 1, 2 and 5 and ®gures 2±4). The major characteristics
of the DZ model of HF, H2O and N2 have been discussed in sections 3.1.2 and
3.1.4. The information about the DZ model of C2 can be found in [47]. The
original R-CCSD[T], R-CCSD(T), CR-CCSD[T] and CR-CCSD(T) data for HF,
H2O, N2 and C2 are taken from [41±43, 47]. Another interesting benchmark,
discussed in this section, is provided by the F2 molecule, as described by the cc-
pVDZ basis set [169], for which the full CCSDT method provides a virtually exact
description of the potential energy curve [44]. Two other benchmarks discussed in
this section involve the unimolecular dissociations of ethane and methyl ¯uoride,
studied with the cc-pVDZ basis set by SchuÈ tz [35]. In this case, we can compare the
performance of the CR-CCSD(T) method with the results of the accurate MRCI
calculations employing the complete active-space self-consistent-®eld (CASSCF)
reference [35]. As in all CC calculations discussed in this work, the ground-state
RHF con®guration was used as a reference in the renormalized and completely
renormalized CCSD[T], CCSD(T) and CCSD(TQ) calculations reported in this
section.

The most remarkable result is the fact that, unlike the standard CCSD[T],
CCSD(T) and CCSD…TQf† methods, their MMCC-based CR-CCSD[T], CR-
CCSD(T) and CR-CCSD(TQ) counterparts provide highly accurate results at large
internuclear separations, in spite of the apparent failure of the underlying CCSD
approximation, which provides the T1 and T2 cluster components for calculating the
relevant non-iterative energy corrections, and in spite of the presence of the MBPT-
like terms in the CR-CCSD[T], CR-CCSD(T) and CR-CCSD(TQ) expressions (cf.
equations (61) or (69), (62) or (70) and (87) or (90)). The presence of the analogous
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Figure 3. Potential energy curves for (a) the H±F bond breaking in the HF molecule, (b) the F±
F bond breaking in the F2 molecule, (c) the C±C bond breaking in ethane and (d) the C±
F bond breaking in methyl ¯uoride (energies in hartree and the corresponding
internuclear separations in bohr). The results for the HF molecule were obtained with
the DZ basis set, whereas the results for F2, C2H6 and CH3F were obtained with the
cc-pVDZ basis set. The results for HF ((a); taken from [42]) include a comparison of the
R-CCSD[T], R-CCSD(T), CR-CCSD[T] and CR-CCSD(T) potential energy curves
(designated by &, &, * and ~, respectively) with curves obtained with the CCSD
(solid curve), CCSD[T] (!), CCSD(T) (4) and full CI (dotted curve) methods. The
results for F2 ((b); taken from [44]) include a comparison of the CR-CCSD(T) and CR-
CCSD(TQ),b potentials (designated by * and &, respectively) with potential energy
curves obtained in the CCSD (solid curve), CCSDT (dotted curve), CCSD(T) (4) and
CCSD…TQf † (!) calculations. The results for ethane (c) and methyl ¯uoride (d) include
a comparison of the CR-CCSD(T) potential energy curves (designated by & and
obtained in the present work) with the CCSD and CCSD(T) curves (designated by the
solid curve and *, respectively, and obtained in this work) and CASPT2 (*), MRCI
(4) and MRCI(Q) (!) potentials obtained by SchuÈ tz [35].
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terms in the conventional CCSD[T], CCSD(T) and CCSD…TQf† energy formulae
results in a completely erroneous description of the ground-state PESs by the

CCSD[T], CCSD(T) and CCSD…TQf† approximations owing to the divergent

behaviour of the MBPT series at large internuclear separations [18, 36±49] (see

tables 1, 2 and 5 and ®gures 2±4).

As shown in table 1 and ®gure 3(a), already the simple CR-CCSD[T] and CR-

CCSD(T) methods completely eliminate the unphysical humps on the ground-state

PESs of the HF molecule obtained with the standard CCSD[T], CCSD(T) and
CCSD…TQf† approaches at intermediate internuclear separations R. The CR-

CCSD[T] and CR-CCSD(T) methods provide a variational , accurate and well-

balanced description of the entire PES of HF, including very large internuclear
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Figure 3(c) and 3(d).
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distances R (as large as 5Re; as usual, Re is the equilibrium bond length). Indeed, the

ground-state potential energy curves obtained in the CR-CCSD[T] and CR-
CCSD(T) calculations are located above the exact, full CI, curve and the errors in
the CR-CCSD[T] and CR-CCSD(T) results do not exceed, respectively, 3.8 and 2.1
millihartree in the entire R µ 5Re region (see table 1). For the considerably larger
aug-cc-pVTZ basis set [169, 170], the errors in the CR-CCSD(T) energies, relative to
full CCSDT (the full CCSDT approach is almost exact for single bond breaking [37,

39]), do not exceed 3.9 millihartree [46] (cf. section 3.2.2.2 for further discussion of
this case). The CR-CCSD(TQ),a and CR-CCSD(TQ),b methods provide further
improvements in the results, reducing the maximum errors relative to full CI for the
DZ basis set in the entire R µ 5Re region to 0.5 and 0.7 millihartree, respectively.

The CR-CCSD[T], CR-CCSD(T) and CR-CCSD(TQ) methods are particularly
e� ective at larger internuclear separations. For example, the large positive, 11.596

millihartree, error in the CCSD result and the large negative ¡38:302, ¡24:480 and
18:351 millihartree errors in the CCSD[T], CCSD(T) and CCSD…TQf† results,
respectively, at R ˆ 3Re decrease to 2.508, 2.100, 0.425 and 0.316 millihartree when
the CR-CCSD[T], CR-CCSD(T), CR-CCSD(TQ),a and CR-CCSD(TQ),b methods
are employed (cf. table 1). As shown in table 1, the reduction of errors in the

CCSD[T], CCSD(T) and CCSD…TQf† results at R ˆ 5Re, o� ered by the CR-
CCSD[T], CR-CCSD(T) and CR-CCSD(TQ) methods, is even more impressive.
The CR-CCSD[T], CR-CCSD(T), CR-CCSD(TQ),a and CR-CCSD(TQ),b results
for geometries near the equilibrium (R º Re), where the conventional CCSD[T],
CCSD(T) and CCSD…TQf† methods provide very small errors, are as good as the
CCSD[T], CCSD(T) and CCSD…TQf† results. For example, the standard CCSD(T)
method gives a 0.325 millihartree error at R ˆ Re, which should be compared with a

0.500 millihartree error obtained with the CR-CCSD(T) approach (see table 1). Even
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Figure 4. Potential energy curves for the DZ model of the C2 molecule (energies in hartree
and the C±C separation RC-C in bohr). A comparison of the results obtained with the
CR-CCSD(TQ),b method, designated by *, with the results of the CCSD, CCSDT,
CCSD(T), CCSD…TQf† and full CI calculations, designated by the solid curve, ¤, 4,
& and the dotted curve, respectively (see [47] for the original numerical data).
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for geometries near the equilibrium, the behaviour of the completely renormalized
CC methods can be viewed as somewhat more stable than the behaviour of the
standard non-iterative approaches. For example, the standard CCSD[T] method
gives a small negative, ¡0:070 millihartree, error at R ˆ Re, in spite of the fact that
the full CCSDT approach gives a positive, 0.173 millihartree, error in this case. The
CR-CCSD[T] approach ®xes this problem, providing an energy which is slightly
(0.163 millihartree) above the corresponding full CI energy (see table 1).

Although we do not particularly advocate the renormalized (R) CCSD[T] and
CCSD(T) methods (as opposed to completely renormalized (CR) approaches), which
di� er from the standard CCSD[T] and CCSD(T) approaches only by the presence
of the D

‰TŠ
and D

…T†
denominators, equations (77) and (78), respectively, in the

corresponding energy expressions (cf. equations (71) and (72)), the R-CCSD[T] and
R-CCSD(T) approaches o� er considerable improvements in the description of PES
of HF in the region of intermediate values of R (see ®gure 3(a) and [41, 42]). This
may lead to great improvements in the calculated vibrational term values, as we will
see later on (see section 3.2.2.2). We must remember, however, that the R-CCSD[T]
and R-CCSD(T) approaches and their R-CCSD(TQ)-n,x (n ˆ 1; 2; x ˆ a; b) counter-
parts described in section 3.2.1 cannot completely eliminate the humps on the PESs
involving bond breaking (see ®gure 3(a)).

The example of HF shows that the CR-CCSD[T] and CR-CCSD(T) methods are
su� cient for studies of single bond breaking. The CR-CCSD(TQ),x (x ˆ a; b)
methods provide further (very nice) improvements, but their use is not necessary
to obtain a very good description of the PES involving a dissociation of a single
chemical bond. We con®rmed this by performing the calculations for several other
cases of single bond breaking, including the B±H bond in BH [44], the F±F bond in
F2 [44], the C±C bond in ethane and the C±F bond in methyl ¯uoride. The results for
F2, ethane and methyl ¯uoride are shown in ®gures 3(b)±3(d), respectively. In all
three cases, we used the cc-pVDZ basis set [169] and froze the molecular orbitals
correlating with the 1s orbitals of the F and C atoms in the CC calculations.

The F2 molecule (see ®gure 3(b)) represents a particularly challenging type of
single bond breaking for the single-reference RHF-based CC approaches owing to
the unusually large non-dynamic correlation e� ects, even for relatively small
stretches of the F±F bond (cf. [36]). For example, the RHF-based CCSD approach
produces a potential well which is almost twice as deep as that provided by the highly
accurate (virtually exact in this case) full CCSDT approach. The standard CCSD(T)
and CCSD…TQf † methods fail too. They give the well-pronounced humps for
intermediate values of the F±F internuclear separation R and energies at large R
values that are almost identical to the energy at the equilibrium geometry [44]. It is,
therefore, quite remarkable that the CR-CCSD(T) and CR-CCSD(TQ) methods,
which can be viewed as the MMCC-based modi®cations of the existing CCSD(T)
and CCSD…TQf† approaches, are capable of providing high-quality potential energy
curves, which have correct shapes and which are very close to the curve obtained
with the full CCSDT approach (see ®gure 3(b)). For the cc-pVDZ basis set, used
here, the reference CCSDT value of the dissociation energy De is 1.22 eV (the
experimental value of De is 1.66 eV [177, 178]). The CCSD calculation gives 2.30 eV,
which is approximately twice the full CCSDT value. The CR-CCSD(T), CR-
CCSD(TQ),a and CR-CCSD(TQ),b methods give 1.40, 1.35 and 1.36 eV, respect-
ively, in very good agreement with the CCSDT value of De of 1.22 eV. Even the
simplest R-CCSD(T) method gives 1.31 eV for De [44], which is probably a
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coincidence, but all of this shows that the renormalized and, particularly, the
completely renormalized CCSD(T) and CCSD(TQ) methods provide considerable
improvements in the results of the standard CCSD, CCSD(T) and CCSD…TQf†
calculations (in all of the above estimates of the De values, we ignored the presence of
a very small, 2.7 millihartree deep, hump on the R-CCSD(T) curve and even smaller,
1.9±2.0 millihartree deep, humps on the CR-CCSD(T) and CR-CCSD(TQ),x curves
at R º 2Re). Although the CR-CCSD(T) and CR-CCSD(TQ) values of De obtained
with the cc-pVDZ basis set are also in reasonable agreement with the experimental
dissociation energy of 1.66 eV, a comparison with the experimental value of De is not
very meaningful when a small basis set of the cc-pVDZ quality is employed. Very
recently, we performed several calculations for F2 using the much larger aug-cc-
pVQZ basis set [158]. In this case, the CCSD value of De is 3.18 eV, which is almost
twice as much as the experimental value of De. The CR-CCSD(T) method gives
2.03 eV, in much better agreement with the experimental value of 1.66 eV. We must
re-emphasize the fact that our CR-CCSD(T) method produces these great potential
energy curves and De values with the ease of use and the relatively low computer cost
of the standard CCSD(T) calculations, which generate completely unrealistic
potentials.

As clearly shown in ®gure 3(b), the CR-CCSD(T) method provides an adequate
description of the bond breaking in F2. The CR-CCSD(TQ) results are, perhaps,
somewhat better, but, as in the case of the HF molecule, it is not necessary to use the
CR-CCSD(TQ) approach, which requires a consideration of the non-iterative triples
as well as quadruples, to obtain a very good description of the potential energy curve
of F2. This should be contrasted with the performance of the recently proposed and
more expensive VOD(2) and OD(2) approximations [140±143], in which non-
iterative corrections due to a combined e� ect of T3 and T4 clusters, resulting from
the partitioning and subsequent perturbative analysis of the CCSD similarity-
transformed Hamiltonian, are added to the CCSD energies. For the cc-pVDZ basis
set used here, these methods give 1.44 and 1.43 eV, respectively, for the dissociation
energy De [141], which is somewhat worse than what we can obtain with the much
simpler R-CCSD(T) and CR-CCSD(T) approaches that use only T3 corrections and
that do not require additional orbital optimization needed in VOD(2) and OD(2)
calculations, when we compare the results with the CCSDT value of De. Very similar
remarks apply to the equilibrium bond lengths in F2, which for the cc-pVDZ basis
set are 2.73 and 2.74 bohr for the (C)R-CCSD(T) and full CCSDT methods,
respectively [44], and ¹2.8 bohr for the OD(2) and VOD(2) approaches [141]. All
of these remarks are quite important, since the non-iterative n3

on4
u steps of the R-

CCSD(T) and CR-CCSD(T) approaches are signi®cantly less expensive than the
n2

on5
u or n6

u steps of the VOD(2) and OD(2) methods, particularly when the large basis
sets are employed. The fact that we can avoid using the CR-CCSD(TQ) approach for
F2 and other cases of single bond breaking is good news too, since the non-iterative
n2

on5
u steps of the CR-CCSD(TQ) method and its standard CCSD…TQf† analogue,

although much less expensive than the iterative n3
on5

u and n4
on6

u steps of the full
CCSDT and CCSDTQ approaches, are considerably more expensive than the n3

on4
u

steps of the standard, renormalized and completely renormalized methods of the
CCSD(T) type.

The adequacy of the CR-CCSD(T) approach in describing a dissociation of a
single chemical bond is not limited to diatomics. In ®gures 3(c) and 3(d), we show the
results of the standard CCSD and CCSD(T) calculations and the MMCC-based CR-
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CCSD(T) calculations for the C±C bond breaking in ethane and the C±F bond
breaking in methyl ¯uoride. A comparison is made in this case with the results of
various multireference calculations performed recently by SchuÈ tz [35], who used a cc-
pVDZ basis set and the MOLPRO package [179] to perform them. Those multi-
reference calculations include, among others, the calculations employing the
internally contracted MRCI methods of Werner and Knowles [180, 181], based on
the CASSCF reference (referred to as the MRCI and MRCI(Q) approaches) , and the
calculations employing the CASSCF-based second-order multireference MBPT
approach (CASPT2) [182±190], as implemented in MOLPRO by Werner [191].

It is clear from ®gures 3(c) and 3(d) that the standard CCSD and CCSD(T)
methods provide an inadequate description of the C±C bond breaking in ethane and
the C±F bond breaking in methyl ¯uoride. In both cases, the CCSD approach
provides potential wells which are much too deep, when compared with the results
of multireference calculations, whereas the CCSD(T) curves, having the well-
pronounced humps at the intermediate C±C and C±F separations, are completely
erroneous. The failure of the standard CCSD and CCSD(T) methods is particularly
dramatic for the CH3F molecule (see ®gure 3(d)). In this case, the CCSD value of the
dissociation energy De, de®ned by forming the di� erence between the CCSD energies
at the largest stretch of the C±F bond used by us and SchuÈ tz [35], i.e.
RC-F ˆ 6:5 bohr, and at the approximate value of the optimum C±F distance, i.e.
RC-F ˆ 2:6 bohr, is 5.80 eV. A similar calculation of De with the CASPT2, MRCI
and MRCI(Q) methods gives completely di� erent results, namely 4.74, 4.66 and
4.72 eV, respectively, showing the failure of the CCSD approximation. For the C±F
internuclear separations up to 4.25 bohr, the standard CCSD(T) energies agree with
the results of the MRCI(Q) calculations, in which the internally contracted MRCI
approach is approximately corrected for the e� ect of higher-than-doubl y excited
con®gurations from the multidimensional reference space, to within 2 millihartree.
Unfortunately, for RC-F ¶ 4:5 bohr, the di� erences between CCSD(T) and
MRCI(Q) results rapidly increase with RC-F owing to the non-variational collapse
of the CCSD(T) theory. For example, the di� erence between the CCSD(T) and
MRCI(Q) energies at RC-F ˆ 6:5 bohr is ¡138:898 millihartree. The failure of the
CCSD(T) method for C±C bond breaking in ethane is not as dramatic (see ®gure
3(c)), but the di� erence between the CCSD(T) and MRCI(Q) energies at
RC-C ˆ 10:0 bohr of ¡24:176 millihartree is clearly much larger in absolute value
than the small, 1±2 millihartree, di� erences between the MRCI(Q) and CCSD(T)
energies for RC-C µ 6:0 bohr. Again, there is a signi®cant di� erence between the
values of dissociation energies resulting from the single-reference CCSD and multi-
reference calculations (the CCSD approach gives 5.70 eV, whereas the CASPT2,
MRCI and MRCI(Q) methods give 4.77, 4.71 and 4.76 eV, respectively).

In view of the poor performance of the standard CCSD and CCSD(T) methods
in describing the C±C bond breaking in ethane and the C±F bond breaking in methyl
¯uoride, it is remarkable to observe the excellent agreement between the CR-
CCSD(T) and MRCI(Q) potential energy curves (see ®gures 3(c) and 3(d)). As in
the case of HF and F2, the CR-CCSD(T) method restores the correct shapes of the
potential energy curves for ethane and methyl ¯uoride, eliminating the humps
produced by the CCSD(T) approach for the intermediate C±C and C±F distances.
For C±C distances in ethane less than 5.0 bohr, the CR-CCSD(T) and MRCI(Q)
energies agree to within 1±2 millihartree. For RC-C ¶ 5:0 bohr, the di� erences
between the CR-CCSD(T) and MRCI(Q) energies do not exceed 8.5 millihartree.
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This should be compared with the large positive, ¹40 millihartree, di� erences
between the CCSD and MRCI(Q) energies or the large negative, ca. ¡20 milli-
hartree, di� erences between the CCSD(T) and MRCI(Q) energies for larger values of
RC-C. The situation for methyl ¯uoride is essentially the same. For C±F distances in
CH3F less than or equal to 4.0 bohr, the di� erences between the CR-CCSD(T) and
MRCI(Q) energies do not exceed 1±2 millihartree. They are similarly small for
RC-F > 5:5 bohr. Only for RC-F º 5:0 bohr are the di� erences between the CR-
CCSD(T) and MRCI(Q) energies ¹4:5 millihartree. This should be compared with
the large negative, ca. ¡100 millihartree, di� erences between the CCSD(T) and
MRCI(Q) energies for larger values of RC-F. The CR-CCSD(T) dissociation energies
De, de®ned by forming the di� erences between the CR-CCSD(T) energies at the
largest C±C and C±F distances considered here (RC¡C ˆ 10:0 bohr for ethane and
RC¡F ˆ 6:5 bohr for methyl ¯uoride) and at the approximate equilibrium values of
those distances in ethane and methyl ¯uoride (RC¡C ˆ 2:9 bohr for ethane and
RC¡F ˆ 2:6 bohr for CH3F), are 5.04 eV for ethane and 4.72 eV for CH3F. Thus, the
CR-CCSD(T) approach is capable of reducing the ¹1 eV errors in the CCSD values
of the dissociation energies De, relative to the CASPT2, MRCI or MRCI(Q) values
of De, to ¹0:3 eV in the case of ethane and ¹0:1 eV in the methyl ¯uoride case. These
results, combined with the well-balanced and accurate description of the potential
energy curves of both molecules, and the fact that the CR-CCSD(T) curves are
located invariably above the highly accurate MRCI(Q) curves, clearly demonstrate
that the CR-CCSD(T) method can be regarded as a viable alternative to the existing
multireference methods in cases of single bond stretching or breaking.

The CR-CCSD[T] and CR-CCSD(T) methods are also su� ciently accurate for
cases involving a simultaneous stretching of two single bonds, but one cannot use
those methods safely to study multiple bond breaking. A good example of the former
situation is provided by the double dissociation of H2O (see table 2). When both O±
H bonds in the H2O molecule, described here by the DZ basis set, are simultaneously
stretched to R ˆ 2Re, the T3 and T4 e� ects become relatively large and di� cult to
describe and the standard CCSD[T], CCSD(T) and CCSD(TQf ) methods that are
normally used to describe those e� ects completely fail (cf. section 3.1.2 and table 2).
As shown in table 2, the CR-CCSD[T], CR-CCSD(T) and CR-CCSD(TQ),x
(x ˆ a; b) methods reduce the large negative, ¡11:220, ¡7:699 and ¡5:914 milli-
hartree, errors in the CCSD[T], CCSD(T) and CCSD(TQf ) results at R ˆ 2Re to
relatively small positive errors (1.163 millihartree for CR-CCSD[T], 1.830 millihar-
tree for CR-CCSD(T), 1.461 millihartree for CR-CCSD(TQ),a and 2.853 millihar-
tree for CR-CCSD(TQ),b). At the same time, the CR-CCSD[T], CR-CCSD(T) and
CR-CCSD(TQ),x (x ˆ a; b) energies at the equilibrium geometry (R ˆ Re) are
virtually identical to the highly accurate energy values provided by the standard
CCSD[T], CCSD(T) and CCSD(TQf ) approaches (see table 2). The fact that the CR-
CCSD[T] and CR-CCSD(T) methods give energies that di� er by less than 2±2.5
millihartree from the corresponding full CI values in the entire R ˆ Re-2Re region of
the doubly dissociating water molecule clearly shows that there is no apparent need
to use the higher-level CR-CCSD(TQ),x (x ˆ a; b) methods in cases like this. On the
other hand, the CR-CCSD(TQ),x (x ˆ a; b) approaches provide a more stable
description of the double dissociation of H2O, when compared with the CR-
CCSD[T] and CR-CCSD(T) methods. For example, the initially small, 0.560
millihartree, error in the CR-CCSD[T] result at R ˆ Re increases to 2.053 milli-
hartree at R ˆ 1:5Re, ®nally to decrease again to 1.163 millihartree at R ˆ 2Re (see
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table 2). A similar behaviour is observed for the CR-CCSD(T) approach. Those non-
monotonic error changes are the ®rst signs of the eventual breakdown of the CR-
CCSD[T] and CR-CCSD(T) methods in the R > 2Re region. The CR-CCSD(TQ),x
(x ˆ a; b) methods behave much better in this regard, since the small errors in the
CR-CCSD(TQ),x energies, relative to full CI, monotonically increase with the O±H
separation (we can, in fact, use the CR-CCSD(TQ),x (x ˆ a; b) approaches to
describe the R > 2Re region).

Although one may apply the CR-CCSD[T] and CR-CCSD(T) approaches to a
simultaneous stretching of two single bonds, the breaking of multiple bonds requires
using higher-order MMCC theories, such as CR-CCSD(TQ),b. For example, when
we apply the CR-CCSD(T) method to triple bond breaking in the N2 molecule,
discussed earlier in section 3.1.4, we obtain a potential energy curve which is
characterized by the hump at R º 1:75Re and which is located below the full CI
curve for large N±N separations [43]. The CR-CCSD(T) results are much better than
the results of the standard CCSD(T) calculations, but they are far too poor to be
used in the quantitative applications that need information about the N2 electronic
energies for stretched nuclear geometries. For example, when the DZ basis set is
employed, the unsigned error in the CR-CCSD(T) results relative to full CI at
R ˆ 2:25Re is 133.313 millihartree [43]. This is better than the 387.448 and 334.985
millihartree errors in the CCSD(T) and CCSD…TQf† results, but undoubtedly we
cannot use the potential energy curve characterized by errors of an order of 100
millihartree in any meaningful applications.

As already explained in section 3.1.4, the N2 molecule is characterized by large T3

and T4 e� ects, even at R ˆ Re. It is quite possible that higher±than±quadruply
excited clusters play an important role when the N±N internuclear separation R
becomes large. Because of the apparent importance of the higher-order clusters in
the N2 case, which cannot be easily approximated using the conventional MBPT or
CC arguments, the standard CCSD, CCSD(T) and CCSD…TQf† methods and their
higher-level CCSDT and CCSDT…Qf † analogues completely fail at large N±N
distances (see section 3.1.4, table 5 and ®gure 2). As shown in section 3.1.4, the
appropriate level of the MMCC theory that provides an excellent description of the
entire potential energy curve of N2 is MMCC(2,6). It is, therefore, interesting to
examine whether the lower-order approximations of the CR-CCSD(TQ) (i.e.
MMCC(2,4)) type can provide reasonable results in this case.

The results of the CR-CCSD(TQ),a and CR-CCSD(TQ),b calculations for the
DZ model of N2 are shown in table 5 and ®gure 2. It is quite remarkable to observe
the great improvements in the results o� ered by those two methods, particularly
when variant `b’ of the CR-CCSD(TQ) approach is employed. As shown in table 5
and ®gure 2, the CR-CCSD(TQ),b method, which is a rather simple modi®cation of
the conventional CCSD…TQf† approach and which uses, as the latter method, the
elements of MBPT to estimate the T3 and T4 e� ects, provides a potential energy
curve which is quite close to the exact, full CI, curve. A huge, 334.985 millihartree,
error in the CCSD…TQf † result at R ˆ 2:25Re decreases to 14.796 millihartree, when
the CR-CCSD(TQ),b method is employed (see table 5). The CR-CCSD(TQ),b curve
is located above the full CI curve in the entire R ˆ 0:75Re-2:25Re region and almost
all pathologies observed in the standard single-reference CC calculations are elim-
inated when the CR-CCSD(TQ),b method is employed. The huge humps on the
CCSD, CCSD(T) and CCSDT curves and a nearly singular behaviour of the
CCSD…TQf† and CCSDT…Qf† approaches at large R values (cf. table 5 and ®gure

Recent advances in electronic structure theory 585

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
6
:
3
2
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



2) are almost entirely eliminated by the CR-CCSD(TQ),b approach. Although there
is a hump on the CR-CCSD(TQ),b curve, the size of this hump, as measured by the
di� erence between the CR-CCSD(TQ),b energies at the maximum corresponding to
the hump and at R ˆ 2:25Re, is small (¹4.9 millihartree [43]). Although there are 10±
25 millihartree di� erences between the CR-CCSD(TQ),b and full CI energies at the
intermediate values of R (those di� erences will be addressed in section 3.3.2), the fact
that we can obtain a reasonably accurate potential energy curve for the triply bonded
N2 molecule, which is also located above the full CI curve in the entire
R ˆ 0:75Re-2:25Re region, with the ease of use characterizing the standard non-
iterative CC `black boxes’ of the CCSD…TQf † type, is a truly intriguing ®nding.
Further improvements in the CR-CCSD(TQ),b description of the triple bond
breaking in N2 can be obtained when we use the quadratic MMCC approach
discussed in section 3.3 or the CISDtqph-corrected MMCC(2,6) theory described in
section 3.1.4. Although the quadratic MMCC method is, at this time, our preferred
computational strategy, it might be useful to mention here that we can also improve
the description of the ground-state PES of N2 in the region of intermediate R values
with the completely renormalized versions of the CCSDT…Qf† approach (see [41, 42]
for details). For example, variant `b’ of the CR-CCSDT(Q) method [41, 42], in which
the completely renormalized corrections due to T4 clusters are added to the CCSDT
energies, provides a curve for N2 which is characterized by errors relative to full CI
that do not exceed 7.6 millihartree in the R ˆ 0:75Re-2:25Re region and that are as
small as 0.719 millihartree at R ˆ Re and 1.161 millihartree at R ˆ 2Re [45, 47].

When we use the higher-order MMCC theories, such as CR-CCSD(TQ),x, it is
not completely immaterial how we treat wavefunctions jCi that enter the MMCC
energy expressions. The evidence provided in tables 1, 2, 5 and 6 indicates that we
can use wavefunctions that themselves lead to rather inaccurate description of bond
breaking, so an issue is not so much in using the high-quality wavefunctions jCi. Our
experience with the MMCC methods is telling us that a lot more attention has to be
paid to the way we handle the T1 and T2 clusters that enter the MMCC expressions.
As shown in table 5 for the DZ model of N2, this is particularly true for the
MMCC(2,4)-based CR-CCSD(TQ) case. The CR-CCSD(TQ),b approach provides a
rather well-balanced description of the triple bond breaking in N2, but the CR-
CCSD(TQ),a method, which di� ers from the CR-CCSD(TQ),b approach only by
the treatment of T2 clusters in the formula for jCi (cf. equations (88) and (89)), is
only applicable to the N±N separations that do not exceed 1:75Re. As shown in table
5, the CR-CCSD(TQ),a method su� ers from the non-variational collapse in the
R > 1:75Re region. The errors in the CR-CCSD(TQ),a results are not nearly as big
as the errors in the CCSD(T) or CCSD…TQf† calculations, but they are considerably
bigger than the errors obtained in the CISDtq-corrected MMCC(2,4) calculations, in
spite of the fact that the CR-CCSD(TQ),a approach also belongs to the family of the
MMCC(2,4) approximations (see section 3.2.1). The CR-CCSD(TQ),a method
provides signi®cantly worse results for large N±N separations than the CR-
CCSD(TQ),b approach, since variant `a’ of the CR-CCSD(TQ) theory uses the
®rst-order MBPT estimate of T2 in the de®nition of jCi (cf. equation (88)), which in
our view is not a good idea at larger internuclear separations. The CR-CCSD(TQ),b
approach uses only the CCSD values of the T2 cluster amplitudes in the de®nition of
jCi (cf. equation (89)) and this alone leads to considerable improvements in the
description of the R > 1:75Re region by the CR-CCSD(TQ) approximation. If one
decides to apply the CR-CCSD(TQ) method to a case of multiple bond breaking,
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our recommendation at this time is to use the CCSD values of the T2 cluster
amplitudes in the de®nition of jCi (not their MBPT estimates), as is done in the CR-
CCSD(TQ),b approach. The principle of using the converged CCSD values of T1

and T2 clusters in designing the higher-level MMCC approximations is also used in
the quadratic MMCC theory and other quasi-variationa l MMCC methods discussed
in section 3.3.

The ®nal example in this section is the C2 molecule, as described by the DZ basis
set [47] (see ®gure 4). In analogy to N2, the multiply bonded C2 molecule is
characterized by the large Tn, n > 2, e� ects, already at the equilibrium geometry.
For the DZ basis set used here, the e� ect of T3 clusters at R ˆ Re, as measured by the
di� erence between the CCSDT and CCSD energies, is 18.593 millihartree. The
di� erence between the CCSDT and full CI energies at R ˆ Re is 2.091 millihartree,
which indicates that T4 clusters are quite important too. As in the N2 case, all
standard single-reference CC approaches, including the iterative CCSD and CCSDT
methods and their perturbative CCSD(T), CCSD…TQf† and CCSDT…Qf† extensions,
fail to provide a correct description of the potential energy curve of C2 [47] (see
®gure 4). The CCSD, CCSD(T) and full CCSDT curves have big humps for the
intermediate values of R. At R ˆ 3Re, the unsigned errors in the CCSD(T),
CCSD…TQf† and CCSDT…Qf † energies, relative to full CI, are 96.055, 67.237 and
94.229 millihartree, respectively, when a DZ basis set is employed. The CR-
CCSD(TQ),b approach reduces these large errors to 20.282 millihartree. Although
in this paper we focus on the MMCC-based corrections to the CCSD energies, it may
be worth mentioning that the aforementioned variant `b’ of the CR-CCSDT(Q)
method reduces this error even further, to 10.052 millihartree [47]. As shown in
®gure 4, the CR-CCSD(TQ),b potential energy curve of C2 is considerably better
than the curves provided by all standard CC methods.

Before proceeding to the next section, where we describe the examples of
applications of the R-CCSD(T), CR-CCSD(T) and CR-CCSD(TQ) methods to
vibrational term values of small molecules, let us point out that, in analogy to the CI-
corrected MMCC approximations, one of the main reasons of the excellent
performance of the CR-CCSD[T], CR-CCSD(T) and CR-CCSD(TQ) approaches
is the presence of the hCjeT1‡T2 jFi denominators in the corresponding energy
expressions. Those denominators play the role of natural damping factors, which
damp the corrections due to triples (in the CR-CCSD[T] and CR-CCSD(T) cases) or
triples and quadruples (in the CR-CCSD(TQ) case) that are grossly overestimated by
the conventional CCSD[T], CCSD(T) and CCSD(TQf ) approaches at larger inter-
nuclear separations. For example, for the DZ model of HF, the hCjeT1‡T2 jFi
denominators D

‰TŠ
and D

…T†
, de®ning the CR-CCSD[T] and CR-CCSD(T) methods

(cf. equations (77) and (78)), increase their values from ca. 1.0 at R ˆ Re to ca. 2.4 at
R ˆ 5Re. For the DZ model of the water molecule, the denominators D

‰TŠ
, D

…T†
,

D
…TQ†;a and D

…TQ†;b, equations (77), (78), (93) and (94), respectively, that de®ne the
CR-CCSD[T], CR-CCSD(T), CR-CCSD(TQ),a and CR-CCSD(TQ),b methods
increase their values from ca. 1.0 at R ˆ Re to ca. 1.6 at R ˆ 2Re. For the most
complicated case of the triple bond breaking in N2, as described by the DZ basis set,
the D

…TQ†;a and D
…TQ†;b denominators of the CR-CCSD(TQ),a and CR-CCSD(TQ),b

theories increase their values from ca. 1.0 at R ˆ Re to 7.8 and 12.9, respectively, at
R ˆ 2:25Re. The increase of the value of D

…TQ†;a is not su� cient to damp the triples
and quadruples corrections at larger N±N separations, which is one of the reasons
why the CR-CCSD(TQ),a approximation fails to provide a very good description of
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the R > 1:75Re region in N2. The CR-CCSD(TQ),b method is much better in this
regard, since the corresponding hCjeT1‡T2 jFi denominator D

…TQ†;b, equation (94),
increases its value more dramatically. It should be emphasized that no such
denominators are present in the standard CCSD[T], CCSD(T) and CCSD…TQf†
energy formulae and, in consequence, the CCSD[T], CCSD(T) and CCSD…TQf†
non-iterative corrections due to triples and quadruples overestimate the T3 and T4

e� ects, producing completely unphysical potential energy curves at larger inter-
nuclear separations.

3.2.2.2. Vibrational term values. An interesting way of testing the accuracy of the
electronic structure methods that are aimed at the accurate description of PESs
involving bond breaking is provided by calculating vibrational term values,
including highly excited vibrational states near dissociation. The calculated
vibrational term values can then be compared with the experimental or, in the case
of diatomics, RKR [192±195] data. Since vibrational term values are very sensitive
to the details of the PES, we can learn a lot about the ability of a given method to
provide correct information about the PES topology by performing such
calculations. This, in particular, applies to the CR-CCSD[T], CR-CCSD(T) and
CR-CCSD(TQ) methods discussed in this paper.

In this section, we focus on two examples of calculations of vibrational term
values. The ®rst example, taken from [46, 47], deals with the vibrational term values
of the HF molecule, as described by the fairly realistic aug-cc-pVTZ basis set [169,
170] (see table 7 and ®gure 5(a)). The second example, taken from our more recent
study [196], involves the vibrational term values of the F2 molecule, also described by
the aug-cc-pVTZ basis set (see table 8 and ®gure 5(b)). We begin our discussion with
the results for the HF molecule.

The CCSD, CCSDT, CCSD(T), CCSD…TQf†, CR-CCSD(T) and CR-
CCSD(TQ),b potential energy curves resulting from our calculations for the aug-
cc-pVTZ model of HF are shown in ®gure 5(a). We do not show the CR-
CCSD(TQ),a curve, since there is practically no di� erence between the CR-
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Table 7. Selected vibrational energies G…v† (in cm
¡1

; v is the vibrational quantum number)
and dissociation energies De (in eV) of the HF molecule as described by the aug-cc-
pVTZ basis set. The RKR values (taken from [197]) represent total energies and all
theoretically computed energies (taken from [46, 47]) represent errors relative to RKR.
The v ˆ 0 values are the zero-point energies, whereas the v > 0 values are the excitation
energies relative to the v ˆ 0 level.

v RKR CCSD CCSDT CCSD(T) CCSD(TQf ) R-CCSD(T) CR-CCSD(T) CR-CCSD(TQ),b

0 2 051 15 77 77 77 74 73 76
1 6 012 52 719 718 717 79 74 716
2 9 802 96 728 725 723 79 72 722
3 13 424 144 736 732 729 79 2 727
5 20 182 252 754 747 743 76 12 737

10 34 363 623 7116 7136 7124 1 49 770
11 36 738 728 7131 7175 7159 1 60 777
12 38 955 850 7148 7232 7211 72 72 784
13 41 007 993 7166 79 87 791
15 44 576 1 370 7207 755 123 7109
19 49 027 2 881 7325 227 7159

De 6.120 0.725 70.056 0.026 0.019
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Figure 5. Potential energy curves of the (a) HF and (b) F2 molecules obtained with the aug-
cc-pVTZ basis set. The results for HF ((a); see [46] for the original numerical data)
include a comparison of the CR-CCSD(T) and CR-CCSD(TQ),b potential energy
curves (designated by * and &, respectively) with curves obtained in the CCSD
(solid curve), CCSDT (dotted curve), CCSD(T) (~) and CCSD…TQf † (!)
calculations. The results for F2 ((b); taken from [196]) include a comparison of the
CR-CCSD[T] (*) and CR-CCSD(T) (&) potentials with potential energy curves
obtained with the CCSD (solid curve), CCSD[T] (!) and CCSD(T) (~) methods.
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CCSD(TQ),a and CR-CCSD(TQ),b potentials in this case. As in the case of the DZ
basis set, discussed in the previous section, the CR-CCSD(T) and CR-CCSD(TQ),b

(or CR-CCSD(TQ),a) methods eliminate the well-pronounced humps on the

CCSD(T) and CCSD…TQf † curves and provide considerable improvements in the
calculated dissociation energies De when the aug-cc-pVTZ basis set is employed. As

shown in table 7, the CR-CCSD(T) and CR-CCSD(TQ),b methods reduce the

0.725 eV error in the CCSD result for De to 0.026 and 0.019 eV, respectively (the
experimental value of De is 6.120 eV [177,197]). The CR-CCSD(TQ),a method

provides a very similar result (a 0.023 eV error [46]). Clearly, the CCSD(T) and
CCSD…TQf† values of De cannot be de®ned because of the presence of the humps on

the CCSD(T) and CCSD…TQf† curves (cf. ®gure 5(a)). It is interesting to note that

the CR-CCSD(T) and CR-CCSD(TQ),x (x ˆ a; b) values of De are better than the
De value resulting from the full CCSDT calculations, which give a 0.056 eV error

with a considerably greater e� ort.

Because of the presence of the humps on the CCSD(T) and CCSD…TQf†
potential energy curves of HF, the CCSD(T) and CCSD…TQf† potentials do not

support bound vibrational states with v > 12. Moreover, errors in the CCSD(T) and
CCSD…TQf† vibrational term values, relative to the experimental or RKR data [197],

rapidly increase, from 7 cm
¡1 for v ˆ 0 to more than 210 cm

¡1 for v ˆ 12 (see

table 7). The CCSD curve for HF has no humps and supports bound states with
v > 12, but the CCSD method overbinds the HF molecule by more than 0.7 eV,

which results in a fast increase of errors in the calculated vibrational term values,
from 15 cm

¡1 for v ˆ 0 to 2881 cm
¡1 for the highest experimentally observed v ˆ 19

state. Although the simplest way of renormalizing the CCSD(T) method, via the R-

CCSD(T) approach, does not lead to a complete elimination of the hump on the
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Table 8. Selected vibrational energies G…v† (in cm
¡1

; v is the vibrational quantum number)
and approximate dissociation energies De (in eV) of the F2 molecule as described by the
aug-cc-pVTZ basis set. The RKR values (taken from [178]) represent total energies and
all theoretically computed energies (taken from [196]) represent errors relative to RKR.
The v ˆ 0 values are the zero-point energies, whereas the v > 0 values are the excitation
energies relative to the v ˆ 0 level.

v RKR CCSD CCSD[T] CCSD(T) R-CCSD[T] R-CCSD(T) CR-CCSD[T] CR-CCSD(T)

0 456 47 75 71 9 12 13 15
1 894 98 79 72 21 26 27 32
2 1 764 202 720 76 43 53 57 67
3 2 610 312 733 711 66 82 89 104
4 3 432 427 748 717 92 113 123 143
5 4 227 549 766 727 119 146 159 185
6 4 997 679 788 739 148 181 198 230
7 5 740 816 7115 755 179 219 240 278
8 6 455 961 212 259 285 330
9 7 142 1 116 247 302 334 385

10 7 798 1 280 286 348 386 445
12 9 019 1 643 371 450 504 579
14 10 108 2 056 469 567 643 734
16 11 054 2 529 579 701 805 916
18 11 843 3 075 703 853 996 1 129
20 12 453 3 713 840 1 026 1 225 1 384
22 12 830 4 497 1 529 1 718

De 1.658 1.392 0.262 0.301
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CCSD(T) potential energy curve of HF (cf. section 3.2.2.1), the R-CCSD(T)
approach provides considerable improvements in the poor CCSD results. Indeed,
vibrational term values resulting from the R-CCSD(T) calculations di� er from the
RKR values [197] by as little as 1±9 cm

¡1 for v µ 13 (the energy of the v ˆ 13 level is
¹41 000 cm

¡1) and, more importantly, we can use the R-CCSD(T) approach to
study vibrational states with v as high as 16 (cf. table 7 and [46]). As shown in [46],
similar remarks apply to other renormalized (R) methods, including the R-
CCSD(TQ)-n,x (n ˆ 1; 2; x ˆ a; b) approaches discussed in section 3.2.1.

The CR-CCSD(T) and CR-CCSD(TQ),x (x ˆ a; b) methods provide somewhat
worse vibrational term values, when compared with the R-CCSD(T) and R-
CCSD(TQ)-n,x vibrational energy levels with v µ 15, but, on the other hand, we
can calculate the entire vibrational spectrum of the HF molecule, including the
highest experimentally observed v ˆ 19 state, with these approaches. Most import-
antly, the CR-CCSD(T) and CR-CCSD(TQ),x (x ˆ a; b) methods enable us to
obtain a highly accurate and well-balanced description of the vibrational spectrum
of HF with the ease of use characterizing standard methods of the CCSD(T) type.
With an exception of a few low-lying states resulting from the CR-CCSD(T)
calculations, the small, a few cm

¡1, errors in the CR-CCSD(T) and CR-
CCSD(TQ),x results for the v ˆ 0 level systematically increase with v, without ever
exceeding 230 cm

¡1, when the aug-cc-pVTZ basis set is employed. The CR-CCSD(T)
method reduces the 2881 cm

¡1 and 325 cm
¡1 errors in the CCSD and full CCSDT

results, respectively, for the v ˆ 19 state of HF (the energy of this highest observed
state is 49 027 cm

¡1) to 227 cm
¡1 (see table 7). The CR-CCSD(TQ),b approach

provides further improvements in the overall description of the vibrational spectrum
of HF, reducing the error in the results for the v ˆ 19 state to 159 cm

¡1. The CR-
CCSD(TQ),a method gives a 135 cm

¡1 error for this state [46]. Interestingly enough,
the CR-CCSD(TQ),b potential predicts the existence of the v ˆ 20 energy level to be
located 28 cm

¡1 below the corresponding dissociation limit. The most accurate
potential function for HF to date, obtained using the hybrid RKR-based theoretical
approach (RKR plus improved long-range plus very accurate and expensive ab initio
calculations), produces the v ˆ 20 level with an energy of 23 cm

¡1 below the
dissociation limit [198, 199]. Clearly, none of the existing ab initio approaches can
provide the results of similar quality with the ease of use characterizing the CR-
CCSD(T) and CR-CCSD(TQ),x methods. For example, it would not be easy to
obtain the results of this high quality with the MRCI approaches, which are a lot
more demanding and a lot more complicated.

The HF molecule is characterized by a large binding energy and large non-
dynamic correlation e� ects at large H±F separations, but there are many examples of
singly bonded molecules which are more challenging than HF. The F2 molecule is
one of them. The F2 molecule is known to be a relatively weakly bound system
(De ˆ 1:658 eV [177, 178]), which can be characterized by a large degree of non-
dynamic correlation and big T3 contributions for the relatively small stretches of the
F±F bond. In spite of its single-bond character, F2 creates severe problems for many
ab initio approaches. For example, the F2 molecule is not bound in the UHF
description and, as pointed out in the previous section, the CCSD approach
employing the RHF reference overbinds it by a factor close to 2 (see ®gure 5(b)
and table 8). In consequence, the vibrational term values of F2 resulting from the
CCSD calculations are very poor, even for states with the small values of the
vibrational quantum number v. This can be seen in table 8, which shows that errors
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in the CCSD results for the vibrational term values of F2 obtained with the aug-cc-
pVTZ basis set, relative to the RKR values reported in [178], rapidly increase with v,
from 47 cm

¡1 for v ˆ 0 to 549 cm
¡1 for v ˆ 5, to 1280 cm

¡1 for v ˆ 10 and to
4497 cm

¡1 for the highest experimentally observed v ˆ 22 level, whose exact energy
of 12 830 cm

¡1 is very close to the dissociation energy D0, estimated by Colbourn
et al. as 12 920 § 50 cm

¡1 [178]. The standard CCSD[T] and CCSD(T) methods
reduce the large errors in the CCSD results to a few cm

¡1 for v ˆ 0 and 66 and
27 cm

¡1, respectively, for v ˆ 5 (cf. table 8), but states with v > 7 cannot be
determined in any meaningful manner using the CCSD[T] and CCSD(T) potentials
owing to the presence of the well-pronounced humps on the CCSD[T] and CCSD(T)
potential energy curves (see ®gure 5(b)). It is, therefore, worthwhile to examine the
performance of the CR-CCSD(T) and similar methods in calculations of vibrational
term values using F2 as an example.

The R-CCSD[T], R-CCSD(T), CR-CCSD[T] and CR-CCSD(T) results for the
vibrational term values and dissociation energy De of the F2 molecule, as described
by the aug-cc-pVTZ basis set, are shown in table 8. The CR-CCSD[T] and CR-
CCSD(T) potential energy curves are shown in ®gure 5(b). Those results are taken
from our recent work [196], where we used the highly e� cient computer codes [158]
incorporated in the GAMESS package [159]. We have not yet performed the CR-
CCSD(TQ),x (x ˆ a; b) calculations for F2 with larger basis sets, such as aug-cc-
pVTZ, since our pilot CR-CCSD(TQ),x codes are too ine� cient for the large-scale
calculations of this type. Thus, in this discussion we focus on the R-CCSD[T], R-
CCSD(T), CR-CCSD[T] and CR-CCSD(T) results.

As shown in table 8, the CR-CCSD[T] and CR-CCSD(T) methods provide
considerable improvements in the calculated vibrational term values. The 47, 549,
1280 and 4497 cm

¡1 errors in the CCSD results for the v ˆ 0, v ˆ 5, v ˆ 10 and
v ˆ 22 states of F2 decrease to 13, 159, 386 and 1529 cm

¡1, respectively, when the
CR-CCSD[T] method is employed. The CR-CCSD(T) approach provides equally
remarkable improvements (see table 8). On average, the CR-CCSD[T] and CR-
CCSD(T) methods reduce the large errors in the CCSD results for the vibrational
term values of F2 by a factor of 3. Signi®cant improvements in the results o� ered by
the CR-CCSD[T] and CR-CCSD(T) approaches are mainly a consequence of the
considerably better description of the intermediately stretched and asymptotic
regions of the F2 potential energy curve by the CR-CCSD[T] and CR-CCSD(T)
methods (see ®gure 5(b)). Indeed, the CR-CCSD[T] and CR-CCSD(T) approaches
reduce the 1.4 eV error in the CCSD value of the dissociation energy De to ¹0:3 eV
(see table 8). On the basis of our experiences with the CR-CCSD(TQ),x (x ˆ a; b)
methods, including the CR-CCSD(TQ),x calculations for a DZ model of F2

discussed in section 3.2.2.1, we would expect that further improvements in the
results should be obtained with the CR-CCSD(TQ),x approaches. We will verify the
validity of this statement once our CR-CCSD(TQ),x codes are more e� cient.

The CR-CCSD[T] and CR-CCSD(T) results for the low-lying states are some-
what worse than those provided by the standard CCSD[T] and CCSD(T) methods,
but we must keep in mind that the standard CCSD[T] and CCSD(T) approaches
produce unphysical shapes of the potential energy curve of F2, which do not allow us
to determine the vibrational term values with v > 7. As a matter of fact, the R-
CCSD[T] and R-CCSD(T) results are also better than the CR-CCSD[T] and CR-
CCSD(T) results, but, again, the R-CCSD[T] and R-CCSD(T) approaches do not
eliminate the humps on the CCSD[T] and CCSD(T) potentials as e� ectively as the
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CR-CCSD[T] and CR-CCSD(T) approaches [196], so that we cannot obtain any
meaningful information about the highest experimentally observed v ˆ 22 level using
the R-CCSD[T] and R-CCSD(T) methods (cf. table 8). On the other hand, the R-
CCSD[T] and R-CCSD(T) methods, which di� er from the standard CCSD[T] and
CCSD(T) approaches only by the presence of the D

‰TŠ ˆ hCCCSD‰TŠjeT1‡T2 jFi and
D

…T† ˆ hCCCSD…T†jeT1‡T2 jFi denominators in the corresponding energy expressions
(cf. equations (67) or (71) and (68) or (72) with equations (81) and (82)), provide
great improvements in the CCSD results. For example, the R-CCSD[T] method
reduces the 47, 549, 1280 and 3713 cm

¡1 errors in the CCSD results for the v ˆ 0,
v ˆ 5, v ˆ 10 and v ˆ 20 states of F2 to 9, 119, 286 and 840 cm

¡1, respectively (see
table 8). The R-CCSD[T] and R-CCSD(T) methods reduce the well-pronounced
humps on the CCSD[T] and CCSD(T) curves so much that we can even obtain some
information about the high-lying v ˆ 20 state with the R-CCSD[T] and R-CCSD(T)
approaches. Although in principle we do not recommend using the R-CCSD[T] and
R-CCSD(T) methods (the CR-CCSD[T] and CR-CCSD(T) approaches are signi®-
cantly better in the asymptotic region), our calculations of the vibrational term
values for the HF and F2 molecules show that the R-CCSD[T] and R-CCSD(T)
approaches may represent a viable alternative in calculations of molecular PESs as
long as we are only interested in the moderate stretches of single chemical bonds.

3.2.2.3. The renormalized and completely renormalized CCSD(T) calculations of
potential energy surfaces for exchange chemical reactions: a comparison of the
CCSD, CCSD(T), R-CCSD(T), CR-CCSD(T) and full CI or MRCI results for
the collinear BeFH system. One of the main goals of the research described in this
paper is the development of the simple and yet very accurate `black-box’ CC
methods that could be routinely used to calculate the entire molecular PESs or
large portions of those for chemical reactions. All of the examples described in the
previous two sections have dealt with various types of unimolecular dissociation.
However, none of the examples discussed in sections 3.2.2.1 and 3.2.2.2 has
included the calculation of the entire PES for an exchange chemical reaction of the
A ‡ BC ! AB ‡ C type, where the B±C bond is broken and the A±B bond is
formed. A non-trivial application of the R-CCSD(T) and CR-CCSD(T) methods
to an exchange chemical reaction is discussed in this section.

An example included in this section involves a prototypical case of the
Be ‡ HF ! BeF ‡ H reaction, which has been studied by several authors using
many theoretical techniques, ranging from the ab initio [200±202], density-functiona l
[202] and diatomics-in-molecules [203±205] calculations of the ground-state PES to
®tting the PES to various functional forms [200, 201, 206±208] and dynamical
calculations [200, 207]. In the absence of the independent experimental results for the
Be ‡ HF ! BeF ‡ H reaction that would enable us to evaluate critically the
accuracy of the existing theoretical PESs, we performed two sets of calculations.
In the ®rst set of calculations, reported in [49], we compared the PESs resulting from
the R-CCSD(T) and CR-CCSD(T) calculations with the exact PES obtained with
the full CI approach. In this case, we used a small basis set MIDI [209], consisting
only of 14 contracted Gaussian functions, so that we could perform full CI
calculations for a large number of nuclear geometries representing the ground-state
PES of the BeFH system. In the second set of calculations, whose details will be
reported elsewhere [210], we compared the R-CCSD(T) and CR-CCSD(T) PESs
with the PES obtained using the internally contracted MRCI(Q) approach [180, 181]
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Figure 6. Contour plots of the ground-state PESs of the collinear BeFH system obtained in
the (a) CCSD(T), (b) R-CCSD(T), (c) CR-CCSD(T) and (d) full CI calculations with
the MIDI basis set (based on the numerical data reported in [49]). The Be±F and H±
F distances, RBe-F and RH-F, respectively, are in bohr. In each case, the energies E
are reported in eV relative to the energy of the Be ‡ HF reactants, de®ned by the
nuclear geometry RBe-F ˆ 8:0 bohr and RH-F ˆ 1:7325 bohr. The thick contour line
corresponding to E ˆ 2:9 eV separates the region where the contour spacing is 0.2 eV
from the region where the contour spacing is 0.1 eV. The thick contour line
corresponding to E ˆ 7:0 eV separates the high-energy part of the PES where the
contour spacing is 3 eV from the region where the contour spacing is 0.1 eV. An extra
contour line corresponding to E ˆ 2:85 eV has been added to emphasize the presence
of an arti®cial barrier and exaggerated potential well in the product valley on the
CCSD(T) PES (and absence of those features on the R-CCSD(T), CR-CCSD(T) and
full CI PESs).
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employing CASSCF reference, as implemented in MOLPRO [179]. In this case, we

used a considerably larger cc-pVTZ basis set [169], consisting of 85 contracted
Gaussian functions. As is usually done, the core orbital correlating with the 1s shell

of the F atom was frozen in all of the above calculations.
In view of the methodological nature of this review, in this section we focus on

the results for the collinear arrangement of the Be, F and H atoms, with the Be atom

approaching the HF molecule from the ¯uorine side. A more complete discussion of
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Figure 6(c) and 6(d).
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the ground-state PES of the BeFH system, including several values of the Be±F±H
angle, the process of insertion of the Be atom into the H±F bond, and the case of the

Be atom approaching HF from the H side, will be presented elsewhere [210].
For the collinear arrangement of the Be, F and H atoms, the ground

electronic state of the BeFH system is a 1§
‡

state correlating with the Be…2s2 1S†‡
HF…X 1§

‡† state of reactants, the BeF…X 2§
‡† ‡ H…1s1 2S† state of products

and the Be…2s2 1S† ‡ F…2p5 2P† ‡ H…1s1 2S† state of non-interacting atoms. The
Be…2s2 1S† ‡ HF…X 1§

‡† reactants are reasonably well approximated by the
ground-state RHF con®guration 1s22s23s24s21p45s2, so that basically all RHF-

based CC methods are capable of providing accurate results in this region. The
situation dramatically changes when the BeF…X 2§

‡† ‡ H…1s1 2S† product channel
and the non-interacting atom limit are examined. In those two cases, the ground-
state RHF con®guration is a very poor reference for the correlated calculations. In

consequence, the standard RHF-based CC methods completely fail in the BeF ‡ H
and Be ‡ F ‡ H regions.

Normally, the BeF ‡ H product channel, corresponding to the breaking of the

H±F bond and making of the Be±F bond, requires a genuinely multireference
description involving, among other con®gurations, the RHF ground state
1s22s23s24s21p45s2, the doubly excited con®guration 1s22s23s24s21p46s2 and
the singly excited con®guration of the 1s22s23s24s21p45s16s1 type. Similar

remarks apply to the Be ‡ F ‡ H region, which corresponds to a simultaneous
breaking of the H±F and Be±F bonds. In this case, which is even more challenging
for the standard single-reference CC methods, the ground-state wavefunction of the
BeFH system is a mixture of several con®gurations, including the RHF con®gura-

tion 1s22s23s21p44s25s2, the singly excited 1s22s23s21p44s15s26s1 con®gura-
tion and three doubly excited con®gurations, namely 1s22s23s21p44s26s2,
1s22s23s21p44s15s16s2 and 1s22s23s21p45s26s2. In general, in order to obtain

a uniformly accurate zero-order description of the ground-state PES of the BeFH
system, including the aforementioned BeF ‡ H and Be ‡ F ‡ H regions and other
product channels, such as BeH ‡ F, we must use a CASSCF-based multireference
formalism involving at least eight active electrons and at least eight active orbitals

correlating with the 2s and 2p shells of the Be atom (cf., for example, the well-known
problem of the 2s-2p orbital quasi-degeneracy in Be), the 2p shell of the F atom and
the 1s shell of the H atom. This is exactly what we did in our MRCI(Q) calculations
with the cc-pVTZ basis set employing the CASSCF reference [210]. It is interesting to

examine how this genuine multireference description of the ground-state PES of
BeFH compares with the results of the much simpler, single-reference, RHF-based,
R-CCSD(T) and CR-CCSD(T) calculations.

The results of our calculations for the collinear BeFH system are shown in ®gures
6 and 7 and table 9 (calculations with the MIDI basis set) and in ®gures 8 and 9 and
table 10 (calculations with the cc-pVTZ basis set). In both cases, we used the
following basic grid of 345 nuclear geometries, obtained by combining 23 Be±F

distances RBe-F with the 15 H±F distances RH-F, to represent the ground-state PES
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Figure 7. The dependence of the di� erences between the (a) CCSD(T), (b) R-CCSD(T) and
(c) CR-CCSD(T) energies and the full CI energies (in eV) for the collinear BeFH
system, as described by the MIDI basis set, on the H±F and Be±F internuclear
separations, RH-F and RBe-F, respectively, (in bohr). For the original numerical data,
see [49].
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of BeFH: RBe¡F ˆ 1:8; 1.9, 2.0, 2.2, 2.4, 2.5, 2.5719, 2.6, 2.7, 2.9, 3.1, 3.3, 3.5, 3.7,
3.9, 4.1, 4.5, 4.7, 5.0, 5.2, 5.5, 6.0 and 8.0 bohr; RH-F ˆ 1:2; 1.4, 1.6, 1.7325, 1.8, 2.0,
2.25, 2.5, 2.75, 3.0, 3.5, 4.0, 5.0, 6.0 and 8.0 bohr. The presence of the equilibrium
bond lengths for BeF (RBe-F ˆ 2:5719 bohr) and HF (RH-F ˆ 1:7325 bohr) among
the values of RBe-F and RH-F should be noted. Additional points were considered
whenever we wanted to obtain a more detailed information about a given region of
the PES (e.g. the saddle-point region). The reader is referred to the original work [49,
210] for further details.

Let us begin our discussion with the results obtained with the MIDI basis set. A
comparison of the CCSD(T) contour plot in ®gure 6(a) and the full CI contour plot
in ®gure 6(d) immediately shows that the RHF-based CCSD(T) approach provides a
PES which has a completely wrong topology. The di� erences between the CCSD(T)
and full CI PESs are particularly large when both the Be±F and the H±F bonds
are stretched. Those di� erences are greater than 10 millihartree (0:272 eV) in the
entire RBe-F ¶ 3:9 bohr and RH-F ¶ 6:0 bohr region and for RBe-F ¶ 3:3 bohr
and RH-F ˆ 8:0 bohr. They are greater than 5 millihartree (0:136 eV) in the
RBe-F > 3:0 bohr and RH-F ¶ 5:0 bohr region and for RBe-F ˆ 1:8-2:0 bohr and
RH-F ˆ 2:75-3:0 bohr. As shown in ®gure 7(a), the PES obtained in the CCSD(T)
calculations can be characterized by a highly non-uniform distribution of errors,
with the relatively small di� erences between the CCSD(T) and full CI energies
observed at smaller Be±F and H±F distances and larger di� erences between the
CCSD(T) and full CI energies in the region de®ned by larger RBe-F and RH-F values.
The PES obtained in the CCSD calculations is also characterized by large errors
relative to full CI. For example, the di� erences between the CCSD and full CI
energies are greater than 10 millihartree (0:272 eV) in the entire RBe-F ¶ 3:3 bohr and
RH-F ¶ 5:0 bohr region. The only essential di� erence between the CCSD and
CCSD(T) PESs is the fact that the PES obtained in the CCSD calculations is
located above the exact, full CI, PES, whereas the CCSD(T) PES is, in its most part,
located below the full CI PES. Otherwise, we can regard the CCSD and CCSD(T)
PESs as equally poor. For example (cf. table 9), the maximum error in the CCSD
results, relative to full CI, is 16.287 millihartree (0:443 eV; at RBe-F ˆ 3:9 bohr and
RH-F ˆ 8:0 bohr). The maximum error in the CCSD(T) results is 28.605 millihartree
(0:778 eV; at RBe-F ˆ 5:5 bohr and RH¡F ˆ 8:0 bohr).

The CR-CCSD(T) method reduces the above maximum errors in the CCSD and
CCSD(T) results to 3.122 millihartree (0:085 eV). As a matter of fact, there are only
four geometries in our basic grid, for which the di� erences between the CR-
CCSD(T) and full CI energies are between 3.0 and 3.1 millihartree. The 2±3
millihartree di� erences between the CR-CCSD(T) and full CI energies are observed
only for RBe-F ¶ 3:3 bohr and RH-F ¶ 4:0 bohr. For the vast majority of the
remaining nuclear geometries, the errors in the CR-CCSD(T) results are
¹1 millihartree (¹0.027 eV) or smaller. As can be seen from ®gure 7(c), the PES
obtained in the CR-CCSD(T) calculations is located slightly (usually, ¹1±2 milli-
hartree or ¹0.027±0.054 eV) above the full CI PES and both PESs are virtually
parallel to each other.

As shown in table 9, the stretching of the H±F bond has a much larger e� ect on
the results of the standard CCSD and CCSD(T) calculations than the stretching of
the Be±F bond. For example, when we stretch the H±F bond to 3.0±5.0 bohr and
consider all Be±F separations, including RBe-F ˆ 8:0 bohr, the errors in the CCSD
and CCSD(T) results are 13.163 and 9.690 millihartree (0:358 and 0:264 eV),
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respectively. When we stretch the Be±F bond to 3.1±5.0 bohr and consider all H±F
separations, the errors in the CCSD and CCSD(T) results are much larger (16.287
and 27.887 millihartree or 0.443 and 0.759 eV, respectively). As shown in table 9,
the CR-CCSD(T) method is a lot more robust in this regard. The errors in the CR-
CCSD(T) results remain very small (< 0:085 eV) independent of the region of PES
under consideration.

A direct comparison of ®gures 6(c) and 6(d) shows that the CR-CCSD(T) PES is
virtually identical to the exact, full CI, PES, which makes the CR-CCSD(T) method
an attractive new alternative for calculating PESs for exchange reactions involving
the rearrangements of single chemical bonds. In particular, the CR-CCSD(T)
approach eliminates an arti®cial maximum on the CCSD(T) PES at RBe-F º 4:5 bohr
and RH-F º 5:0 bohr (cf. the contour line of 4.0 eV in ®gure 6(a)), which is a two-
dimensional analogue of humps on the CCSD(T) potential energy curves describing
unimolecular dissociations (cf. sections 3.2.2.1 and 3.2.2.2). In addition, the
CCSD(T) PES allows for a formation of the BeF ‡ H products at signi®cantly
lower energies than the full CI PES (cf. the thick contour lines corresponding to the
energy of 2.9 eV in ®gures 6(a) and 6(d)). The product valley on the PES generated
with the CR-CCSD(T) PES is shaped in almost exactly the same way as the product
valley of the full CI PES (cf. the thick and thin contour lines corresponding to 2.9
and 3.0 eV, respectively, in ®gures 6(c) and 6(d)). The CCSD(T) method produces a
well-pronounced saddle point on the PES for the collinear BeFH system (at
RBe-F º 2:8 bohr and RH-F º 3:5 bohr; cf. ®gure 6(a)), which is not present on the
exact, full CI, and CR-CCSD(T) PESs (cf. ®gures 6(c) and 6(d)). The absence of the
saddle point on the full CI and CR-CCSD(T) PESs shown in ®gures 6(c) and 6(d) is a
consequence of using a MIDI basis set, which is too small to provide a realistic
representation of the transition state region (cf. [200±202]). This problem is remedied
when the cc-pVTZ basis set is employed (cf. the discussion below).

Interestingly enough, even the simple R-CCSD(T) approach provides a great deal
of improvement in the poor description of PES o� ered by the CCSD and CCSD(T)
methods. For example, the maximum error in the R-CCSD(T) results, relative to full
CI, is 4.594 millihartree (0.125 eV), which should be compared with the 28.605
millihartree (0.778 eV) maximum error in the CCSD(T) results. The R-CCSD(T)
method is somewhat more accurate than the CR-CCSD(T) approach (by 0.3±0.6
millihartree) when the internuclear distance in one of the two diatomics, HF or BeF,
is close to the corresponding equilibrium bond length. The situation is reversed when
we explore the entire PES, including regions where the H±F and Be±F bonds are
stretched. We must, of course, keep in mind that the R-CCSD(T) approach
ultimately breaks down when both H±F and Be±F distances become large (see
®gures 6(b) and 7(b)). As shown in ®gure 6(b), the R-CCSD(T) method does not
completely eliminate an arti®cial maximum on the CCSD(T) PES at
RBe-F º 4:5 bohr and RH-F º 5:0 bohr. Although there is a considerable improve-
ment in the description of this region by the R-CCSD(T) approach, the CR-
CCSD(T) approximation is much better in this regard, producing the PES whose
topology is essentially identical to the topology of the exact, full CI, PES in all
regions.

The calculations with the small basis set, such as MIDI, for which the exact, full
CI results are available, provide great insights into the performance of new methods,
but obviously, in practice, we use much larger basis sets. Typically, the most accurate
PESs for chemical reactions that can be used in quantum or classical dynamical
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Figure 8. Contour plots of the ground-state PESs of the collinear BeFH system obtained in
the (a) CCSD(T), (b) R-CCSD(T), (c) CR-CCSD(T) and (d) MRCI(Q) calculations
with the cc-pVTZ basis set (this work; the details of these calculations and many
additional calculations for several values of the Be±F±H angle will be reported
elsewhere [210]). The Be±F and H±F distances, RBe-F and RH-F, respectively, are in
bohr. In each case, the energies E are reported in eV relative to the energy of the
Be ‡ HF reactants, de®ned by the nuclear geometry RBe-F ˆ 8:0 bohr and
RH-F ˆ 1:7325 bohr. The thick contour line corresponding to E ˆ 1:3 eV separates
the region where the contour spacing is 0.26 eV from the region where the contour
spacing is 0.4 eV. A few extra contour lines corresponding to E ˆ ¡0:0001 eV (in (a)±
(d)), 0:13 eV (in (d)), 0.285 eV (in (b)) and 0.3 eV (in (c)) have been added to indicate
the presence of the potential wells in the reactant and product valleys.
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simulations are generated with the MRCI method employing CASSCF orbitals and
corrected for the e� ect of higher-than-doubly excited con®gurations from the
multidimensional reference space by the quasi-degenerate Davidson corrections
[164, 211±214]. We performed such calculations for the collinear BeFH system,
using the cc-pVTZ basis set and the MRCI(Q) method of Knowles and Werner
[180,181], as implemented in MOLPRO [179]. The details of these calculations and
many additional calculations for several values of the Be±F±H angle will be reported
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Figure 8(c) and 8(d).
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elsewhere [210]. As mentioned earlier, eight electrons and eight valence orbitals were

considered as active in those CASSCF-based MRCI(Q) calculations. It is interesting

to examine whether the performance of the CR-CCSD(T) method in the calculations

with the larger cc-pVTZ basis set is as good as it was in the calculations with the
small MIDI basis set. Ideally, we would like to be able to obtain the PESs of the

MRCI(Q) or similar quality with the ease of use of the CR-CCSD(T) approximation.

A comparison of the CCSD(T), R-CCSD(T), CR-CCSD(T) and MRCI(Q) PESs,

shown in ®gures 8(a)±8(d), respectively, and a comparison of the errors in the CCSD,

CCSD(T), R-CCSD(T) and CR-CCSD(T) calculations relative to the highly

accurate MRCI(Q) results, shown in table 10 and ®gure 9, clearly demonstrate that

the R-CCSD(T) and CR-CCSD(T) approaches provide remarkable improvements in
the poor description of the ground-state PES of the BeFH system by the standard

CCSD and CCSD(T) methods. For the cc-pVTZ basis set used here, the observed

improvements are even more spectacular than the improvements obtained in the R-

CCSD(T) and CR-CCSD(T) calculations employing the MIDI basis set. The CR-

CCSD(T) method is particularly e� ective in this regard. As in the case of the

calculations with the MIDI basis set, the CR-CCSD(T) approach using the cc-pVTZ

basis set eliminates the unphysical features on the PES produced by the CCSD(T)
method at intermediate and large stretches of the H±F and Be±F bonds. For

example, the CCSD(T) PES creates a false impression of the existence of a well-

pronounced barrier leading to the formation of the Be ‡ F ‡ H atomic products,

which is an artifact of the CCSD(T) calculations (cf. the RH-F > 4:0 bohr and

RBe-F > 5:0 bohr region on the CCSD(T), CR-CCSD(T) and MRCI(Q) PESs shown

in ®gures 8(a), 8(c) and 8(d), respectively). In addition, the CCSD(T) PES allows for

a formation of the BeF ‡ H products at lower energies than the highly accurate
MRCI(Q) PES (cf. the thick contour lines corresponding to the energy of 1.3 eV in

®gures 8(a) and 8(d)). Indeed, the very shallow, ¹0:1-0:3 millihartree deep, van der

Waals well in the product (BeF ‡ H) valley is located on the CCSD(T) PES below

the Be ‡ HF reactants, which is wrong (cf. ®gures 8(a) and 8(d)), and the

endothermicity of the Be ‡ HF ! BeF ‡ H reaction of ¡0:2 kcal mol
¡1, resulting

from the CCSD(T) calculations, has the wrong sign, when compared with the

MRCI(Q) endothermicity value of 3.2 kcal mol
¡1 or the MRDCI value reported

by Aguado et al. [202] of 5.9 kcal mol
¡1. Although the barrier on the CCSD(T) PES

for the collinear Be ‡ HF ! BeF ‡ H reaction of 30.0 kcal mol
¡1 is not unreason-

able (the MRCI(Q) result is 31.1 kcal mol
¡1 and the MRDCI value reported by

Aguado et al. [202] is 33.2 kcal mol
¡1), we must keep in mind that the CCSD(T) PES

has a completely wrong topology (cf. ®gures 8(a) and 8(d)). The CR-CCSD(T)

method ®xes the problems showing up in the standard CCSD(T) calculations. In

particular, the CR-CCSD(T) approach produces a PES that has a correct topology,
especially in the di� cult BeF ‡ H and Be ‡ F ‡ H regions, while giving quite

accurate values of the endothermicity and energy barrier for the collinear

Be ‡ HF ! BeF ‡ H reaction. The CR-CCSD(T) endothermicity value of

Recent advances in electronic structure theory 605

Figure 9. The dependence of the di� erences between the (a) CCSD(T), (b) R-CCSD(T) and
(c) CR-CCSD(T) energies and the MRCI(Q) energies (in eV) for the collinear BeFH
system, as described by the cc-pVTZ basis set, on the H±F and Be±F internuclear
separations, RH-F and RBe-F, respectively (in bohr). For further details and more
numerical data, see [210].
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6.6 kcal mol
¡1 and the CR-CCSD(T) value of the saddle-point energy of

32.2 kcal mol
¡1, obtained with the cc-pVTZ basis set, are in considerably better

agreement with the results of the MRCI(Q) and MRDCI [202] calculations than the
aforementioned results for these quantities obtained with the standard CCSD(T)
approach. The experimental estimate of the endothermicity for the Be ‡ HF !
BeF ‡ H reaction, based on the experimental values of the dissociation energies of
HF and BeF [177], is 14.8 kcal mol

¡1, although it does not seem to us that the
dissociation energy of BeF has been determined experimentally with great precision.
Nevertheless, the CR-CCSD(T) value of the endothermicity for the Be ‡ HF !
BeF ‡ H reaction of 6.6 kcal mol

¡1, obtained with the cc-pVTZ basis set, is
somewhat closer to the experimentally derived endothermicity value of 14.8 kcal
mol

¡1 than the values resulting from the MRCI(Q) and MRDCI [202] calcula-
tions. The product (BeF ‡ H) valley and the Be ‡ F ‡ H asymptotic region of
the CR-CCSD(T) PES obtained with the cc-pVTZ basis set are shaped in almost
exactly the same way as the product valley and the Be ‡ F ‡ H region of the
MRCI(Q) PES. This can be best seen by comparing the thick contour lines
corresponding to 1.3 eV and thin contour lines corresponding to 5.3 and 5.7 eV in
®gures 8(c) and 8(d). These contour lines have incorrect shapes when the CCSD(T)
PES is examined (see ®gure 8(a)). In fact, the energy value of 5.7 eV above the
reactants is never reached in the CCSD(T) calculations. Unlike in the MRCI(Q) and
CR-CCSD(T) cases, the contour line corresponding to 5.3 eV on the CCSD(T) PES
is located only in the narrow region of large Be±F and relatively small H±F
distances.

It is encouraging to observe the similarities between the CR-CCSD(T) and
MRCI(Q) contour plots shown in ®gures 8(c) and 8(d). The excellent agreement
between the CR-CCSD(T) and MRCI(Q) PESs and the considerable di� erences
between the CCSD(T) and MRCI(Q) results for the cc-pVTZ model of BeFH can
also be seen by examining the distribution of errors in the CR-CCSD(T) and
CCSD(T) results relative to the MRCI(Q) data shown in ®gure 9 and table 10. As
in the case of the MIDI basis set, the di� erences between the CCSD(T) and
MRCI(Q) PESs obtained with the cc-pVTZ basis set are particularly large when
the Be±F and H±F bonds are stretched. Those di� erences are greater (in absolute
value) than 1 eV in the entire RBe-F ¶ 5:5 bohr and RH-F ¶ 6:0 bohr region. They are
greater than 0.5 eV in the entire RBe-F ¶ 5:0 bohr and RH-F ¶ 5:0 bohr region.
Finally, they are greater than 0.2 eV for almost all nuclear geometries from the
RBe-F < 2:5 bohr and RH-F ¶ 2:5 bohr region, for the majority of geometries from
the RBe-F ¶ 3:5 bohr and RH-F ¶ 3:5 bohr region and for many geometries from
the 2:5 bohr µ RBe-F < 3:5 bohr and RH-F º 3:0 bohr region. The maximum di� er-
ence between the CCSD(T) and MRCI(Q) energies of the collinear BeFH system,
as described by the cc-pVTZ basis set, is 3.269 eV (120.140 millihartree; at
RBe¡F ˆ RH-F ˆ 8:0 bohr; cf. table 10), which clearly shows how serious the break-
down of the RHF-based CCSD(T) approximation can be in studies of chemical
reactions. Similar remarks apply to the PES obtained in the CCSD calculations. For
example, the di� erences between the CCSD and MRCI(Q) energies are greater than
0.5 eV in the entire RBe-F ¶ 3:9 bohr and RH-F ¶ 4:0 bohr region and for almost all
geometries from the RBe-F < 3:9 bohr and 2:5 bohr µ RH-F < 4:0 bohr region. As
shown in table 10, the maximum di� erence between the CCSD and MRCI(Q) results
is 1.137 eV (41.782 millihartree; at RBe-F ˆ 6:0 bohr and RH-F ˆ 8:0 bohr). Thus, the
standard CCSD and CCSD(T) methods lead to huge errors relative to MRCI(Q)
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when the ground-state PES of BeFH is examined. The only essential di� erence
between the CCSD and CCSD(T) results is the fact that the PES obtained in the
CCSD calculations is located above the MRCI(Q) PES, whereas the CCSD(T) PES
is located below the MRCI(Q) PES.

The extremely large errors in the results of the CCSD and CCSD(T) calculations
for the BeFH system employing the cc-pVTZ basis set should be confronted with the
small errors in the results relative to MRCI(Q) obtained with the CR-CCSD(T)
method. For example, there are no nuclear geometries for which the di� erences
between the MRCI(Q) and CR-CCSD(T) energies exceed 0.2 eV (see table 10). There
are relatively few points where the di� erence between the CR-CCSD(T) and
MRCI(Q) energies is between 0.1 and 0.2 eV. Typically, the di� erences between
the CR-CCSD(T) and MRCI(Q) energies for the collinear BeFH system, as
described by the cc-pVTZ basis set, are of the order of 0.01±0.1 eV. In other words,
the CR-CCSD(T) and MRCI(Q) PESs are virtually parallel and lie very close to each
other (see ®gure 9(c)). This observation is in sharp contrast with a highly non-
uniform distribution of di� erences between the CCSD(T) and MRCI(Q) energies
and large errors in the CCSD(T) results relative to MRCI(Q) shown in ®gure 9(a).
As in the case of the calculations with the MIDI basis set, the stretching of the H±F
bond has a much larger e� ect on the results of the standard CCSD and CCSD(T)
calculations than the stretching of the Be±F bond (see table 10). The CR-CCSD(T)
method seems to be almost insensitive to which of the two bonds is being stretched.

A comparison of the R-CCSD(T) and MRCI(Q) PESs on the one hand and the
CCSD(T) and MRCI(Q) PESs on the other hand (all generated with the same cc-
pVTZ basis set) con®rms our earlier observation, based on the calculations with the
MIDI basis set, that a great deal of improvement in the poor CCSD(T) results can
already be achieved at the simple R-CCSD(T) level (cf. ®gures 8(a), 8(b) and 8(d); see
also ®gures 9(a) and 9(b) and table 10). The maximum di� erence between the R-
CCSD(T) and MRCI(Q) energies is 0.531 eV, which is a lot less than the 3.269 eV
maximum di� erence between the CCSD(T) and MRCI(Q) energies. As a matter of
fact, the di� erences between the R-CCSD(T) and MRCI(Q) energies rarely exceed
0.2 eV and there are regions on the ground-state PES of the cc-pVTZ BeFH system
where the R-CCSD(T) results are somewhat better than the results of the CR-
CCSD(T) calculations (cf. table 10). We must realize, however, that the R-CCSD(T)
method breaks down when the Be±F and H±F bonds are signi®cantly stretched (see
®gure 9(b); cf. also the contour lines corresponding to 5.7 eV in ®gure 8(b)). On the
other hand, it is quite remarkable to observe the similarities between the R-CCSD(T)
and MRCI(Q) PESs for the cc-pVTZ BeFH system (cf. ®gures 8(b) and 8(d)). The
small di� erences between the R-CCSD(T), CR-CCSD(T) and MRCI(Q) PESs of the
BeFH system, for which standard CCSD and CCSD(T) methods fail, clearly
demonstrate that the renormalization of the standard (T) correction to the CCSD
energy according to the prescription described in section 3.1 is a sound theoretical
procedure that may enable us to study exchange chemical reactions of the general
type: closed shell ‡ closed shell ! doublet ‡ doublet with the ease of use character-
izing the popular, RHF-based, CCSD(T) method.

Finally, it is interesting to examine the potential energy curves of the HF
fragment obtained by considering one-dimensional cuts of the PES of BeFH
corresponding to Be±F distances ®xed at some very large value, such as 50 bohr.
We have discussed those kinds of cuts in [49], where we reported the results of
calculations with the MIDI basis set. Here, we focus on the one-dimensional cuts of
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the PES of BeFH obtained with the cc-pVTZ basis set (see ®gure 10(a)). The
resulting curves represent the HF system in the presence of the Be atom located at a
large distance from the HF fragment. For the well-behaved methods, the resulting
potential energy curves should be essentially identical to the potential energy curve
of the isolated HF molecule. This is what we observe when we analyse the results of
the CR-CCSD(T) and MRCI(Q) calculations (cf. ®gure 10(a)). In fact, the
dissociation energy De of the HF molecule, extracted from the MRCI(Q) PES of
BeFH by considering the one-dimensional cut corresponding to RBe-F ˆ 50 bohr, is
5.93 eV, in very good agreement with the experimental De value for HF of 6.12 eV
[177, 197]. The CR-CCSD(T) value of De for the HF molecule, obtained in a similar
manner by examining the one-dimensional cut of the CR-CCSD(T) PES of the
BeFH system corresponding to RBe-F ®xed at 50 bohr, is 6.09 eV, in excellent
agreement with the MRCI(Q) and experimental dissociation energies of HF. As
we can see, the presence of the Be atom has practically no e� ect on the excellent
curve for the isolated HF molecule obtained with the CR-CCSD(T) approach (see
®gure 10(a); cf. also sections 3.2.2.1 and 3.2.2.2). In other words, although the CR-
CCSD(T) method is not strictly size extensive (see section 3.4), the CR-CCSD(T)
results seem to be approximately size extensive. The CCSD(T) method is strictly size
extensive, so that the presence of the Be atom has no e� ect on the HF curve obtained
with this approach. This means, however, that the poor performance of the standard
CCSD(T) method for the potential energy curve of the isolated HF molecule
propagates into the calculation for the BeFH system. This can be seen by examining
the CCSD(T) PES of BeFH in the region of large Be±F distances (see ®gure 10(a); cf.
also ®gure 8(a)). The potential energy curve of HF obtained by considering a one-
dimensional cut of the CCSD(T) PES of BeFH corresponding to a Be±F distance
®xed at 50 bohr has the same type of hump in the region of intermediate H±F
distances as the CCSD(T) potential energy curve of the isolated HF molecule (cf.
sections 3.2.2.1 and 3.2.2.2).

Similar (but not identical) remarks apply to the one-dimensional cuts of the PES
of the BeFH system corresponding to H±F distances ®xed at some very large value
(as before, we chose RH-F ˆ 50 bohr). Again, for the well-behaved theories, the
resulting potential energy curves (shown for the cc-pVTZ basis set in ®gure 10(b))
should be essentially identical to the potential energy curve of the isolated BeF
molecule. As shown in ®gure 10(b) (see also ®gure 8(d)), the MRCI(Q) method is a
well-behaved method in this sense. The dissociation energy De of the BeF molecule,
extracted from the MRCI(Q) PES of BeFH by considering the one-dimensional cut
corresponding to RH-F ˆ 50 bohr, is 5.78 eV. The experimental value of De for BeF is
5.5 eV [177], in reasonable agreement with the MRCI(Q) result. The CR-CCSD(T)
potential for the BeF molecule, obtained by examining the one-dimensional cut of
the CR-CCSD(T) PES of the BeFH system corresponding to RH-F ˆ 50 bohr, is not
as good as the MRCI(Q) potential, since there is a small hump on the resulting CR-
CCSD(T) curve (see ®gure 10(b)). On the other hand, the overall improvement
o� ered by the CR-CCSD(T) method in the region of PES of BeFH corresponding
to the asymptotic values of RH-F is still quite remarkable, particularly if we realize
how poor the results of the standard CCSD(T) calculations are in this region (cf.
®gure 10(b)). The potential energy curve of BeF, obtained by considering the
one-dimensional cut of the CR-CCSD(T) PES of BeFH corresponding to
RH¡F ˆ 50 bohr, is in excellent agreement with the analogous MRCI(Q) curve up
to RBe-F ˆ 5:0 bohr. At RBe-F º 5:5 bohr, there is a small (a few millihartree) hump
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Figure 10. The (a) HF and (b) BeF potentials (energies in hartree, the H±F and Be±F
separations, RH-F and RBe-F, respectively, in bohr) obtained by considering the one-
dimensional cuts of the ground-state PES of the collinear BeFH system, as described
by the cc-pVTZ basis set, corresponding to ®xed Be±F and H±F separations of
50.0 bohr. A comparison of the CCSD(T) (&), CR-CCSD(T) (~) and MRCI(Q)
(dotted curves) results (all obtained in this work).
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on the CR-CCSD(T) curve, which is a consequence of the fact that the

RBe-F > 5:0 bohr and RH-F ˆ 50 bohr region corresponds to a simultaneous dis-

sociation of two single bonds, which cannot be perfectly described by the CR-

CCSD(T) method. We would have to use the higher-level and more expensive
CR-CCSD(TQ),b approach to eliminate or reduce signi®cantly the small hump from

the CR-CCSD(T) curve shown in ®gure 10(b). Interestingly enough, the dissocia-

tion energy for the BeF molecule, obtained by forming the di� erence between the

CR-CCSD(T) energies at the maximum on the CR-CCSD(T) potential shown in

®gure 10(b), de®ning the hump at RBe-F º 5:5 bohr, and at RBe-F ˆ 2:5719 bohr,

corresponding to the equilibrium bond length of BeF, is 5.75 eV, in very good agree-

ment with the experimental De value for the isolated BeF molecule. Thus, although
the CR-CCSD(T) curve of BeF is not as good as the CR-CCSD(T) curve of HF

shown in ®gure 10(a), the departure from size extensivity, observed by examining

the CR-CCSD(T) energies of BeFH for RH-F ®xed at 50 bohr, is still relatively small.

We must realize that the strictly size-extensive CCSD(T) theory produces a com-

pletely unphysical potential for the BeF molecule in the BeF ‡ H limit, with a well-

pronounced hump for the intermediate values of RBe-F and a completely erroneous

behaviour at the asymptotic values of the H±F and Be±F distances (see ®gure 10(b)).
Before proceeding to the next section, where we describe the most recent quasi-

variational and quadratic MMCC methods, let us summarize some of the ®ndings

discussed in sections 3.2.2.1±3.2.2.3. As shown in those three sections, the CR-

CCSD[T] and CR-CCSD(T) methods are primarily designed to describe PESs

involving single bond stretching or breaking (cf. [41±44, 46, 47, 49, 158]). We do

not recommend applying the CR-CCSD[T] and CR-CCSD(T) approaches to mul-

tiple bond breaking. For example, if we want to study double bond breaking, we
should resort to the CR-CCSD(TQ),x (x ˆ a; b) methods [42, 47] (see section

3.2.2.1). The CR-CCSD(TQ),x methods should also provide further improvements

in the results for single bond breaking [44, 46, 47] (cf. sections 3.2.2.1 and 3.2.2.2).

Surprisingly enough, the CR-CCSD(TQ),x methods (particularly, the `b’ variant of

the CR-CCSD(TQ) approximation) provide a reasonably good description of triple

bond breaking, although the results for N2 at large internuclear separations are not

perfect [43, 47] (see table 5 and ®gure 2). Further improvements in the CR-
CCSD(TQ),b results for triple bond breaking are obtained when we apply the

completely renormalized CCSDT(Q) method [45, 47]. As already mentioned, an

alternative solution to the problem of triple bond breaking is provided by the CI-

corrected MMCC(2,6) method described in section 3.1, in which the judicious choice

of active orbitals for the CISDtqph calculations (used to construct jC0i in the

MMCC(2,6) formula, equation (58)), combined with the presence of the hextuply

excited moments MabCDEF
IJKLmn

…2† in the CISDtqph-corrected MMCC(2,6) energy
expression, may tremendously help the results (see table 5 and ®gure 2). The

CISDtqph-corrected MMCC(2,6) calculations require, however, that we de®ne

active orbitals, which is not the case when we use the CR-CCSD[T], CR-CCSD(T)

and CR-CCSD(TQ),x methods. This leads to a very interesting question: Can we

formulate the MMCC approximations that preserve the underlying philosophy of

the CCSD(T), CCSD(TQf ) and similar approaches, which is an idea of adding non-
iterative corrections to the CCSD energies that do not require using external (CI-

like) sources of jC0i or active orbitals, and yet obtain a virtually perfect description

of triple bond breaking? The MMCC approximations that allow us to give an
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a� rmative answer to this question, referred to as the quasi-variationa l MMCC
approaches, are described in the next section.

3.3. The quasi-variationa l MMCC methods and their quadratic MMCC(2,4),
MMCC(2,5) and MMCC(2,6) variants

3.3.1. Theory
The fact that the CISDtqph-corrected MMCC(2,6) approach allows us to

describe triple bond breaking suggests that in looking for the extensions of the
CR-CCSD(T) and CR-CCSD(TQ) methods that might provide an excellent descrip-
tion of triple bond breaking one has to consider approximations that use the
pentuply and hextuply excited moments of the CCSD equations, Mabcde

ijklm
…2† and

Mabcdef
ijklmn

…2†, respectively. In our initial attempt to design the desired method, we tried
to extend the CR-CCSD(T) and CR-CCSD(TQ) approaches by combining the
MMCC(2,6) approximation, de®ned by equation (58), with the MBPT(3)-like
expressions for the wavefunction jC0i. The MBPT(2)-like wavefunctions, de®ned
by equation, (88) or (89), would not be su� cient, since they do not contain higher-
than-quadruply excited components that must be present in the formula for jC0i if
we are to bene®t from the Mabcde

ijklm
…2† and Mabcdef

ijklmn
…2† contributions to the

MMCC(2,6) energy expression. The MBPT(3) wavefunction is the lowest-order
wavefunction that has the pentuply and hextuply excited contributions, which can be
combined with the Mabcde

ijklm
…2† and Mabcdef

ijklmn
…2† moments to give the MMCC(2,6)

correction ¯0…2; 6†. Thus, we constructed the appropriate MBPT(3)-like wavefunc-
tions that could be used in the MMCC(2,6) calculations, but we have not succeeded
in improving the CR-CCSD(TQ) results for triple bond breaking, reported in [43],
with the resulting methods [161].

Thus, a di� erent approach to the extension of the CR-CCSD(T) and CR-
CCSD(TQ) methods to the MMCC(2,6) case is called for if we want to obtain an
excellent description of the entire PES involving triple bond breaking. We have
recently suggested a new idea of exploiting the exponential , CC-like, forms of jC0i in
equation (22) for the ¯CCSD

0 correction to the CCSD energy, instead of the MBPT-
like forms used in the CR-CCSD(T) and CR-CCSD(TQ) approaches. The CC-like
functions jC0i should certainly be much more e� ective in introducing high-order
terms into equation (22) than the ®nite-order MBPT expressions used in the existing
CR-CCSD(T) and CR-CCSD(TQ) approaches. Moreover, the use of the exponential
form of jC0i in equation (22) leads to strictly size-extensive results.

The simplest choice of wavefunction jC0i for calculating the correction ¯CCSD
0 ,

equation (22), might be, of course, the CCSD wavefunction itself,

jCCCSD
0

i ˆ eT1‡T2 jFi: …104†

Our tests indicate, however, that calculations of the correction ¯CCSD
0 with

jC0i ˆ jCCCSD
0

i do not lead to great improvements in the CCSD results. This is
related to the fact that the CCSD wavefunction jCCCSD

0
i, equation (104), does not

bring any information about the connected triexcited clusters, which are very
important in the calculations for all types of bond breaking. The approximate T3

components (the T
‰2Š
3 cluster components de®ned by equation (65)) are present in the

jCCCSD‰TŠi, jCCCSD…T†i and jCCCSD…TQ†;xi wavefunctions, equations (63), (64), (88)
and (89), de®ning the CR-CCSD[T], CR-CCSD(T) and CR-CCSD(TQ),x …x ˆ a; b†
approximations, and they play the essential role in providing signi®cant improve-
ments in the CCSD results o� ered by the completely renormalized CC approaches.
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Thus, in de®ning the exponential form of jC0i for calculating the ¯CCSD
0 correction,

we must go beyond the CCSD approximation.
The simplest way to do it, while introducing the approximate T3 clusters in a

meaningful manner into jC0i, is by considering the following wavefunction jC0i in
equation (22) [161]:

jCQVMMCC
0

i ˆ e§jFi; …105†

where

S ˆ T1 ‡ T2 ‡ T
‰2Š
3 ; …106†

with T
‰2Š
3 representing an MBPT(2)-like estimate of the T3 cluster component de®ned

by equation (65). Notice that operator S is an approximation to the exact cluster
operator T , which is correct through the second-order of the MBPT wavefunction
(T1 and T3 contribute, for the ®rst time, in the second order and T2 contributes, for
the ®rst time, in the ®rst order; T4, T5, etc. do not contribute in the ®rst two orders).
We could, of course, contemplate more elaborate forms of the operator S in
equation (105), but our numerical experience to date indicates that a simple form
of § given by equation (106) is su� cient to provide excellent results for triple bond
breaking.

The use of the wavefunction jCQVMMCC
0

i, equation (105), as jC0i in calculating
the MMCC correction ¯

…A†
0 , equation (9), with various forms of the cluster operator

S, leads to the hierarchy of the quasi-variationa l (QV) MMCC approximations [161].
In this work, we focus on the most important type of QVMMCC approximation, in
which the wavefunction jCQVMMCC

0
i, with S de®ned by equation (106), is used to

calculate the correction ¯CCSD
0 , equation (22), which is subsequently added to the

CCSD energy. Aside from the very high accuracy and the approximately variational
and size-extensive description that the QVMMCC methods o� er, the big advantage
of all QVMMCC approaches is the fact that we do not have to select active orbitals
in an ad hoc molecule-by-molecule manner, which characterizes all multireference
approaches, in QVMMCC calculations. This remark applies, in particular, to the
quadratic MMCC models discussed below, which represent a new class of computa-
tional `black boxes’ that are capable of providing a highly accurate description of
multiple bond breaking.

The name `quasi-variationa l MMCC approximations’ originates from the fact
that by inserting the wavefunction jCQVMMCC

0
i into the formula for the correction

¯
…A†
0 , equation (9), or into the equivalent MMCC functional, equation (23), and by

assuming that S ˆ T
…A†

, we obtain the expectation value of the Hamiltonian with the
CC wavefunction eT

…A† jFi [161]. Indeed, by replacing jC0i in equations (9) and (23)
by jCQVMMCC

0
i, equation (105), we obtain

¯
…A†
0

…QVMMCC† ˆ
XN

nˆmA ‡1

Xn

jˆmA ‡1

hFjeSy

Qn Cn¡j…mA† MCC
j

…mA†jFi=hFjeSy

eT
…A† jFi

…107†

or (cf. equations (23) and (24))

¯
…A†
0

…QVMMCC† ˆ hFjeSy

HeT
…A† jFi=hFjeSy

eT
…A† jFi ¡ E

…A†
0 : …108†
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The corresponding QVMMCC energy, obtained by adding the ¯
…A†
0

…QVMMCC†
correction to E

…A†
0 , becomes

E
QVMMCC
0

² E
…A†
0

‡ ¯
…A†
0

…QVMMCC† ˆ hFjeSy

HeT
…A† jFi=hFjeSy

eT
…A† jFi: …109†

Clearly, the QVMMCC energy, equation (109), reduces to the expectation value of
the Hamiltonian with the CC wave function eT

…A† jFi when S ˆ T
…A†

. In particular, if
method A represents the standard CCSD theory and S ˆ T1 ‡ T2, the resulting
QVMMCC energy, based on adding the correction (cf. equation (22))

¯
CCSD
0

…QVMMCC† ˆ
XN

nˆ3

Xmin…n;6†

jˆ3

hFjeSy

Qn Cn¡j…2† MCC
j

…2†jFi=hFjeSy

eT1‡T2 jFi …110†

to the CCSD energy, becomes equivalent to the expectation value of the Hamilto-
nian calculated with the CCSD wavefunction, which obviously is an upper bound to
the exact ground-state energy. Although we do not want to use S ˆ T1 ‡ T2 in
calculations of the MMCC correction ¯CCSD

0
…QVMMCC†, equation (110) (as

explained earlier, this does not lead to the desired improvements of the CCSD
results owing to the absence of the connected triples in the corresponding
wavefunction jCQVMMCC

0
i), it is quite possible that the use of the operator S de®ned

by equation (106) in calculations of ¯CCSD
0

…QVMMCC† gives energies that are, in the
vast majority of cases, the upper bounds to the exact energies, even when multiple
chemical bonds are broken. Numerical examples illustrating this statement are
discussed in section 3.3.2.

There is only one practical problem associated with the use of wavefunction
jCQVMMCC

0
i, equation (105), in calculations of the ¯CCSD

0 corrections, namely the use
of the exponential wavefunction jCQVMMCC

0
i requires that we consider all many-

body terms in equation (22) or (110), including the N-body ones, where N is the
number of electrons. Although this does not change the fact that the generalized
moments of the CCSD equations, corresponding to projections of those equations
on higher-than-hextupl y excited con®gurations, vanish (so that the summation over j
in equation (22) or (110) is still limited to the j ˆ 3-6 terms in the QVMMCC
theory), the full use of the exponential wavefunction jCQVMMCC

0
i requires that we

deal with the full CI expansion of jCQVMMCC
0

i in calculating ¯CCSD
0 . Since dealing

with the full CI expansion of jCQVMMCC
0

i in equations (22) or (110) would lead to
methods that are prohibitively expensive, at this time we decided to consider simple
approximations, in which the power series expansion for jCQVMMCC

0
i,

jCQVMMCC
0

i ˆ
XN

kˆ0

Sk

k!
jFi; …111†

with S de®ned by equation (106), is truncated in equation (22) or (110) at a given
power of S [161].

Two approximations are particularly important here, namely the linearized
QVMMCC (LMMCC) model, in which

jCQVMMCC
0

i º jCLMMCC
0

i ˆ …1 ‡ S†jFi; …112†

and the quadratic QVMMCC (QMMCC) model, in which

jCQVMMCC
0

i º jCQMMCC
0

i ˆ …1 ‡ S ‡ 1
2
S2†jFi; …113†
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where, in all practical calculations discussed in section 3.3.2, S is de®ned by equation
(106). Cubic, quartic and other QVMMCC models based on truncating the power
series expansion for jCQVMMCC

0
i are clearly possible, too. The motivation behind the

LMMCC approximation stems from the success of the completely renormalized
CCSD[T] and CCSD(T) methods, discussed in section 3.2, which utilize very similar
expressions for jC0i that are linear in cluster amplitudes or their perturbative
estimates. As a matter of fact, the LMMCC approach using S de®ned by equation
(106) is equivalent to the CR-CCSD[T] method described in section 3.2 (see the
discussion below).

In designing the QMMCC method, we were inspired by the recent work by
Van Voorhis and Head-Gordon [215, 216] and, to a certain degree, by the earlier
work on the so-called extended [64, 217±226] and expectation value [64, 227, 228]
CC theories, in which products involving cluster operators and their Hermitian
adjoints can be used to mimic the e� ect of higher-order clusters, such as T4 (as is, for
example, done in the factorized CCSD…TQf† approach [20] and its renormalized and
completely renormalized extensions discussed in section 3.2). Van Voorhis and
Head-Gordon demonstrated that the variational CCD (CC with doubles) calcula-
tions, based on minimizing the expectation value of the Hamiltonian with the CCD
wavefunction eT2 jFi, lead to a qualitatively correct description of triple bond
breaking in N2, eliminating, as one might expect, the non-variational collapse of
the standard CCD theory at large internuclear separations [215]. As already
mentioned, our QVMMCC approximations, based on using the asymmetric energy
formula, equation (109), which resembles, to some extent, the expectation value of
the Hamiltonian with the CC wavefunction, are expected to provide upper bounds to
the exact energy in most cases, including the case of triple bond breaking (in fact,
even the CR-CCSD(T) and CR-CCSD(TQ) methods provide upper bounds to the
exact energy in cases involving single and double bond breaking [41, 42, 44, 46, 47,
49, 158]; cf. section 3.2.2). The only problem with using the expectation value of the
Hamiltonian with the CC wavefunctions is the fact that the resulting energy
expression is a non-terminating series in cluster components [4]. This problem
prompted Van Voorhis and Head-Gordon to investigate the possibility of using
the bi-variational approach of Arponen and Bishop, termed the extended CC (ECC)
theory [217±226] (cf. also [64]), in calculations of PESs involving multiple bond
breaking [216]. The ECC theory is obtained by imposing the stationary conditions
for the asymmetric energy functionals [64, 217±226]

E…S; T† ˆ hFjeSy

e
¡THeT jFi ˆ hFjeSy

·HHjFi ˆ hFj‰eSy…HeT†
C

Š
C

jFi; …114†

where ·HH ˆ e
¡T HeT ˆ …HeT†

C is the similarity-transformed Hamiltonian, with
respect to two independent cluster operators T and S or, more precisely, T and
Sy

(it should be noted that the MBPT analysis shows that the lowest-order estimates
of T and S are identical, so that S º T [64]). The advantage of equation (114) over
the expectation value of the Hamiltonian with the CC wavefunction is the fact that
E…S; T† is a ®nite series in T and Sy

. Unfortunately, the power series expansions of
the ECC functional E…S; T† in terms of T and Sy

contain relatively high powers of T
and Sy

that cause the ECC calculations to be prohibitively expensive, even at the
lowest-order ECCD (ECC with doubles) level [64, 216]. For this reason, Van Voorhis
and Head-Gordon decided to introduce the so-called QCCD (quadratic CCD)
approximation, in which the power series expansion of E…§; T†, with T ˆ T2 and
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S ˆ S2, is terminated at quadratic terms in Sy
[216]. The QCCD approximation is

much less expensive than the full ECCD approach using higher powers of §
y

and yet,
as demonstrated by Van Voorhis and Head-Gordon [216], it leads to a qualitatively
correct description of triple bond breaking in N2, eliminating, in analogy to the
variational CCD method [215], the non-variational collapse of the standard CCD
theory at large internuclear separations [216].

Although our QMMCC energy expression, equation (109), is somewhat di� erent
from the ECC energy, equation (114), there are apparent similarities between both
expressions. Thus, on the basis of the positive experience of Van Voorhis and Head-
Gordon with their QCCD approximation, we decided to introduce the QMMCC
approximation, in which we replace the complete power series expansion of
jCQVMMCC

0
i in the QMMCC energy by jCQMMCC

0
i, equation (113) (or eSy

in equation
(110)), by …1 ‡ Sy ‡ 1

2
…Sy†2

. As in the QCCD case, problems related to the use of the
complete power series expansion for jCQVMMCC

0
i in the QMMCC energy expressions,

including large costs of considering higher powers of Sy
in the power series

expansion of eSy
in equation (110), are eliminated. The success of the QCCD model

of Van Voorhis and Head-Gordon in providing the e� ectively variational and
qualitatively (not quantitatively though) correct description of triple bond breaking
in N2, in spite of the bi-variational, rather than variational , character of the ECC
theory, combined with the apparent similarity of the QMMCC, variational CC and
ECC energy expressions, suggests that we should largely be able to eliminate the
non-variational collapse of the standard CCSD method in describing triple bond
breaking (cf. table 5 and ®gure 2) by replacing the complete QVMMCC model by the
QMMCC approximation, in which cubic and other higher-order terms in Sy

in
equation (110) are neglected. Although the truncated QMMCC model is no longer
strictly size extensive, the size inextensivity errors in the QMMCC calculations must
be signi®cantly smaller than the relatively small size inextensivity errors observed in
the LMMCC-like calculations, such as CR-CCSD(T) (cf. section 3.4), owing to the
presence of the quadratic 1

2 S2 terms in equation (113).
Let us now analyse the LMMCC and QMMCC approximations in greater detail.

Because of our de®nition of the operator S, equation (106), which does not contain
higher-than-triply excited clusters, the LMMCC model is fully equivalent to the CR-
CCSD[T] approximation described in section 3.2. Indeed, the jCLMMCC

0
i wavefunc-

tion, equation (112), is identical to the jCCCSD‰TŠi wavefunction de®ned by equation
(63). In consequence, the LMMCC energy,

ELMMCC
0

ˆ ECCSD ‡ ¯
CCSD
0

…LMMCC†; …115†

where ¯CCSD
0

…LMMCC† is the value of ¯CCSD
0 , equation (22), obtained with

jC0i ˆ jCLMMCC
0

i, equals [161]

ELMMCC
0

ˆ ECCSD ‡ hCLMMCC
0

jQ3 MCC
3

…2†jFi=hCLMMCC
0

jeT1‡T2 jFi

ˆ ECCSD ‡ hCCCSD‰TŠjQ3 MCC
3

…2†jFi=hCCCSD‰TŠjeT1‡T2 jFi

ˆ ECR-CCSD‰TŠ
; …116†

where ECR-CCSD‰TŠ
is the CR-CCSD[T] energy de®ned by equation (61).

The QMMCC approach, in which the operator S is de®ned by equation (106), is
an improvement over the LMMCC or CR-CCSD[T] approximations, since, in
addition to the linear terms in Sy

that are already present in the LMMCC model,
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we consider the quadratic …Sy†2
terms in equation (110). By truncating the power

series expansion of eSy

in equation (110) at the quadratic …Sy†2
terms, with S de®ned

by equation (106), or, equivalently, by replacing the ground-state wavefunction jC0i
in equation (22) for the ¯CCSD

0 correction by jCQMMCC
0

i, equation (113) (this reduces
the summation over n in equations (110) or (22) from

P
N
nˆ3 to

P
6
nˆ3), we obtain the

following formula for the QMMCC energy [161]:

E
QMMCC
0

ˆ ECCSD ‡ ¯
CCSD
0

…QMMCC†; …117†

where

¯
CCSD
0

…QMMCC† ˆ NQMMCC
=DQMMCC

; …118†

with the numerator

NQMMCC ˆ
X6

nˆ3

Xn

jˆ3

hCQMMCC
0

jQn Cn¡j…2† MCC
j

…2†jFi

ˆ hFj‰T y
1T

y
2

‡ …T
‰2Š
3

†yŠMCC
3

…2†

‡ ‰1
2
…T y

2
†2 ‡ T

y
1
…T

‰2Š
3

†yŠ‰MCC
4

…2† ‡ T1M
CC
3

…2†Š

‡ T
y
2
…T

‰2Š
3

†y‰MCC
5

…2† ‡ T1M
CC
4

…2† ‡ …T2 ‡ 1
2T

2
1
†MCC

3
…2†Š

‡ 1
2
‰…T

‰2Š
3

†yŠ2‰MCC
6

…2† ‡ T1MCC
5

…2† ‡ …T2 ‡ 1
2T

2
1
†MCC

4
…2†

‡ …T1T2 ‡ 1
6T

3
1
†MCC

3
…2†ŠjFi …119†

and the denominator

DQMMCC ˆ hCQMMCC
0

jeT1‡T2 jFi

ˆ 1 ‡ hFjT y
1T1jFi ‡ hFj‰T y

2
‡ 1

2
…Ty

1
†2Š…T2 ‡ 1

2T
2
1
†jFi

‡ hFj‰T y
1T

y
2

‡ …T
‰2Š
3

†yŠ…T1T2 ‡ 1
6T

3
1
†jFi

‡ hFj‰1
2
…Ty

2
†2 ‡ T

y
1
…T

‰2Š
3

†yŠ…1
2T

2
2

‡ 1
2T

2
1 T2 ‡ 1

24T
4
1
†jFi

‡ hFjT
y
2
…T

‰2Š
3

†y…1
2T1T2

2
‡ 1

6T
3
1 T2 ‡ 1

120T
5
1
†jFi

‡ hFj1
2
‰…T

‰2Š
3

†yŠ2…1
6T

3
2

‡ 1
4T

2
2 T 2

1
‡ 1

24T
4
1 T2 ‡ 1

720T
6
1
†jFi: …120†

As we can see, the T
y
2
…T

‰2Š
3

†y
and 1

2
‰…T

‰2Š
3

†yŠ2 components, originating from the …Sy†2

quadratic terms, lead to the appearance of the MCC
5

…2†jFi and MCC
6

…2†jFi terms in
equation (118). In consequence, the QMMCC energy expression involves the
complete set of the generalized moments of the CCSD equations, including the
pentuply and hextuply excited moments, Mabcde

ijklm
…2† and Mabcdef

ijklmn
…2†, respectively. The

presence of the Mabcde
ijklm

…2† and Mabcdef
ijklmn

…2† terms in the QMMCC energy formula
should (and, in fact, does) help to obtain an excellent description of triple bond
breaking.

The QMMCC energy correction ¯CCSD
0

…QMMCC†, equation (118), has a very
interesting many-body structure, characterized by a highly non-standard selection of
higher-order terms. Even if we ignore the presence of the DQMMCC denominator in
equation (118), which is characteristic to all MMCC expressions and which plays an
important role in improving the results of the MMCC calculations in the bond-
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breaking region, an interesting combination of lower- and higher-order terms enters

the numerator expression (119). On the one hand, in equation (119), the usual

fourth-order-like terms of the hFj…T
‰2Š
3

†y …VNT2†
C

jFi type, originating from the
hFj…T

‰2Š
3

†y
MCC

3
…2†jFi contribution and de®ning the non-iterative triples corrections

E
‰4Š
T , equation (79), are combined with the ®fth-order-type E

‰5Š
QQ and E

‰5Š
TQ terms,

equations (98) and (101), respectively, that originate from hFj1
2
…T

y
2
†2

MCC
4

…2†jFi and
hFj…T

‰2Š
3

†y
MCC

3
…2†jFi and that de®ne the non-iterative triples and quadruples (TQ)

methods (see section 3.2.1; cf. also [174±176] for further information about the E
‰5Š

terms). On the other hand, there are several higher-order terms in equation (119)

whose selection would not be easy to justify without using the underlying MMCC

formalism. The familiar E
‰4Š
T , E

‰5Š
QQ and E

‰5Š
TQ terms, equations (79), (98) and (101), are

combined in equation (119) with the selected higher-order terms, including, for

example, the sixth-order-type hFjT
y
2
…T

‰2Š
3

†y
T2…VNT2†

C
jFi terms, originating from

hFjT
y
2
…T

‰2Š
3

†y
T2MCC

3
…2†jFi, or the eighth-order-type 1

48
hFj‰…T

‰2Š
3

†yŠ2 …VNT4
2
†
C

jFi
terms, originating from hFj1

2
‰…T

‰2Š
3

†yŠ2MCC
6

…2†jFi. The conventional order-by-order

MBPT analysis, used to design the non-iterative CC approaches of the standard

type, would never lead to equations of the type of equation (118) or (119). This once

again demonstrates the fascinating new possibilities o� ered by the MMCC formal-

ism: we can use the MMCC theory to formulate entirely new classes of non-iterative
CC corrections, employing the non-standard selections of higher-order terms that

can only be justi®ed on the basis of the underlying many-body structure of the

MMCC corrections ¯
…A†
0 .

The above equations (117)±(120) de®ne the complete QMMCC theory (within

the S ˆ T1 ‡ T2 ‡ T
‰2Š
3 approximation). Since the QMMCC energy, equation (117),

contains all generalized moments of the CCSD equations, including the Mabcdef
ijklmn

…2†
or MCC

6
…2†jFi terms, the QMMCC method described by equations (117)±(120) is

referred here to as the QMMCC(2,6) approximation. By neglecting the 1
2
‰…T

‰2Š
3

†yŠ2

terms in equation (119) (which is equivalent to reducing the summation over n in

equation (119) to
P

5
nˆ3) and by neglecting similar terms in equation (120), we obtain

the QMMCC analogue of the MMCC(2,5) approximation, referred to as the

QMMCC(2,5) method. The QMMCC(2,5) energy is de®ned as follows [161]:

E
QMMCC…2;5†
0

ˆ ECCSD ‡ ¯
CCSD
0

‰QMMCC…2; 5†Š; …121†

where

¯
CCSD
0

‰QMMCC…2; 5†Š ˆ NQMMCC…2;5†
=DQMMCC…2;5†

; …122†

with

NQMMCC…2;5† ˆ
X5

nˆ3

Xn

jˆ3

hCQMMCC
0

jQn Cn¡j…2† MCC
j

…2†jFi

ˆ hFj‰T y
1T

y
2

‡ …T
‰2Š
3

†yŠMCC
3

…2†

‡ ‰1
2
…T y

2
†2 ‡ T

y
1
…T

‰2Š
3

†yŠ‰MCC
4

…2† ‡ T1M
CC
3

…2†Š

‡ T
y
2
…T

‰2Š
3

†y‰MCC
5

…2† ‡ T1MCC
4

…2† ‡ …T2 ‡ 1
2 T2

1
†MCC

3
…2†ŠjFi …123†
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and

DQMMCC…2;5† ˆ 1 ‡ hFjT y
1T1jFi ‡ hFj‰Ty

2
‡ 1

2
…T y

1
†2Š…T2 ‡ 1

2 T2
1
†jFi

‡ hFj‰T y
1T

y
2

‡ …T
‰2Š
3

†yŠ…T1T2 ‡ 1
6 T 3

1
†jFi

‡ hFj‰1
2
…Ty

2
†2 ‡ T

y
1
…T

‰2Š
3

†yŠ…1
2 T 2

2
‡ 1

2 T 2
1 T2 ‡ 1

24 T 4
1
†jFi

‡ hFjT y
2
…T

‰2Š
3

†y…1
2 T1T 2

2
‡ 1

6 T 3
1 T2 ‡ 1

120 T 5
1
†jFi: …124†

The main di� erence between the complete QMMCC or QMMCC(2,6) and
QMMCC(2,5) approximations is in the fact that the QMMCC(2,5) method does
not require the consideration of the Mabcdef

ijklmn
…2† moments corresponding to projec-

tions of the CCSD equations on hextuply excited con®gurations. Interestingly (and
surprisingly) enough, the absence of the Mabcdef

ijklmn
…2† moments and the hextuply

excited 1
2
‰…T

‰2Š
3

†yŠ2 terms in the QMMCC(2,5) energy expression has no detrimental
e� ect on the results of QMMCC calculations for triple bond breaking in N2, which,
at least intuitively, should require an explicit consideration of hextuple excitations
(cf. section 3.1.3).

In analogy to the QMMCC(2,5) approximation, we can also propose the
QMMCC(2,4) and QMMCC(2,3) approaches. In the QMMCC(2,4) method, we
neglect the T

y
2
…T

‰2Š
3

†y
terms in the QMMCC or QMMCC(2,6) energy expression,

equation (117), in addition to the 1
2
‰…T

‰2Š
3

†yŠ2 terms that have already been neglected
in constructing the QMMCC(2,5) approximation. Thus, the QMMCC(2,4) energy is
calculated as follows:

E
QMMCC…2;4†
0

ˆ ECCSD ‡ ¯
CCSD
0

‰QMMCC…2; 4†Š; …125†

where

¯
CCSD
0

‰QMMCC…2; 4†Š ˆ NQMMCC…2;4†
=DQMMCC…2;4†

; …126†

with

NQMMCC…2;4† ˆ
X4

nˆ3

Xn

jˆ3

hCQMMCC
0

jQn Cn¡j…2† MCC
j

…2†jFi

ˆ hFj‰T
y
1T

y
2

‡ …T
‰2Š
3

†yŠMCC
3

…2†

‡ ‰1
2
…T

y
2
†2 ‡ T

y
1
…T

‰2Š
3

†yŠ‰MCC
4

…2† ‡ T1M
CC
3

…2†ŠjFi …127†

and

DQMMCC…2;4† ˆ 1 ‡ hFjT y
1T1jFi ‡ hFj‰Ty

2
‡ 1

2
…T y

1
†2Š…T2 ‡ 1

2 T2
1
†jFi

‡ hFj‰T y
1T

y
2

‡ …T
‰2Š
3

†yŠ…T1T2 ‡ 1
6 T 3

1
†jFi

‡ hFj‰1
2
…T

y
2
†2 ‡ T

y
1
…T

‰2Š
3

†yŠ…1
2 T 2

2
‡ 1

2 T 2
1 T2 ‡ 1

24 T 4
1
†jFi: …128†

In the QMMCC(2,3) approximation, we would simplify the above equations further
by neglecting the ‰1

2
…T y

2
†2 ‡ T

y
1
…T

‰2Š
3

†yŠ quadruply excited terms in equations (127) and
(128). Since this would lead to slightly modi®ed CR-CCSD[T] or CR-CCSD(T)
approximations , we do not consider the QMMCC(2,3) method in this work.
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We consider, however, the QMMCC(2,4) approach, since it allows us to
understand the signi®cance of the CR-CCSD(TQ) methods, when compared with
the complete LMMCC and QMMCC models. The QMMCC(2,4) method can be
viewed as a modi®ed CR-CCSD(TQ),b approximation, in which there is only one
quadratic term multiplying ‰MCC

4
…2† ‡ T1MCC

3
…2†Š in the numerator of the

MMCC(2,4) correction ¯0…2; 4†, namely the 1
2
…T y

2
†2

term (cf. equations (90), (92)
and (94) with equations (125)±(128)). The similarity of the QMMCC(2,4) and CR-
CCSD(TQ),b methods becomes, in fact, transparent, when we analyse numerical
examples (see section 3.3.2). The small di� erences between the CR-CCSD(TQ),b and
QMMCC(2,4) methods, combined with the fact that the QMMCC(2,4) approach
represents an approximation to the full QMMCC model and with the fact that the
LMMCC and CR-CCSD[T] methods are equivalent, imply that the CR-
CCSD(TQ),b approach described in section 3.2 can be regarded as an intermediate
step between the less accurate LMMCC ˆ CR-CCSD‰TŠ or CR-CCSD(T) methods
that work well for the single bond breaking and the highly accurate QMMCC(2,5)
and QMMCC(2,6) approaches that work well for the single and multiple bond
breaking. In other words, we can view the CR-CCSD(TQ),b and, to some extent,
CR-CCSD(TQ),a approaches as the simpli®ed QMMCC methods, in which the only
quadratic term of the 1

2
…Sy†2

type, originating from the presence of eSy

in the
QVMMCC energy formulas, equations (107) or (110), and included in the calcula-
tions, is the lowest-order 1

2
…T y

2
†2

term. All other cluster-amplitude-dependen t terms
de®ning the CR-CCSD(TQ),b approximation are linear in T1 and T2. We can, in
fact, observe the following accuracy patterns in calculations for bond breaking [161]:

LMMCC ² CR-CCSD‰TŠ 9 CR-CCSD…T† < CR-CCSD…TQ†; b º QMMCC…2; 4†

< QMMCC…2; 5† 9 QMMCC…2; 6† ² QMMCC 9 Full CI; …129†

which are a clear re¯ection of the above theoretical analysis.
We examine some of these patterns in the next section. All of our test calculations

to date show that the CR-CCSD[T] and CR-CCSD(T) methods are the lowest-order
QVMMCC formalisms, whose applicability is restricted to single bond breaking,
whereas the QMMCC(2,5) and QMMCC(2,6) approaches can be regarded as the
high-level QVMMCC approximations that are capable of describing all kinds of
bond breaking, including the triple bond breaking in N2. The CR-CCSD(TQ),b
method or its QMMCC(2,4) counterpart represents the intermediate levels of the
QVMMCC theory, which work very well for single and double bond breaking but
which may fail to provide an accurate description of triple bond breaking. In other
words, the CR-CCSD[T], CR-CCSD(T) and CR-CCSD(TQ),x (x ˆ a; b) approaches
can be regarded as `black-box’ methods that remove the failing of the standard CC
approximations in situations involving single and double bond breaking. The
QMMCC(2,5) and QMMCC(2,6) approaches can be viewed as the next generation
of the completely renormalized CC methods that can provide an accurate description
of single, double and even triple bond breaking.

3.3.2. Examples of applications of the QMMCC method
We begin the discussion of examples of the QMMCC calculations with the DZ

model of the H2O molecule, described, in detail, in section 3.1.2. Let us recall that, in
this case, we are interested in improving the poor description of the simultaneous
stretching or breaking of both O±H bonds by the standard CCSD, CCSD[T],
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CCSD(T) and CCSD…TQf † methods. We have already demonstrated that consider-
able improvements in the results of the standard CC calculations for the double
dissociation of water can be obtained when we apply the CI-corrected MMCC
methods (see sections 3.1.2 and 3.1.4, particularly tables 2 and 6). In this case, the
CISDt-corrected MMCC(2,3) method or the CISDtq-corrected MMCC(2,4)
approach seems to provide a su� cient level of improvement, reducing, for example,
the larger negative errors in the CCSD[T], CCSD(T) and CCSD…TQf† results
for R ˆ 2Re (R is the O±H separation; Re is the equilibrium O±H bond length)
to relatively small, ¹2 millihartree, positive errors. The CISDtqp-corrected
MMCC(2,5) scheme and the CISDtqph-corrected MMCC(2,6) approach reduce
those errors further, to 0.730 and 0.538 millihartree, respectively (cf. table 6), whereas
the CR-CCSD[T], CR-CCSD(T) and CR-CCSD(TQ),x (x ˆ a; b) methods o� er the
same level of improvement as the CI-corrected MMCC(2,3) and MMCC(2,4)
approaches (cf. table 2). It is interesting to examine whether the QMMCC methods,
which can be viewed as natural extensions of the CR-CCSD[T], CR-CCSD(T) and
CR-CCSD(TQ),x approaches, preserving the `black-box’ character of the completely
renormalized CC theories, are capable of providing further improvements.

A comparison of the QMMCC(2,4), QMMCC(2,5) and QMMCC(2,6) results for
the DZ model of water with the results of the full CI calculations, CI-corrected
MMCC(2,4), MMCC(2,5) and MMCC(2,6) calculations, and completely renor-
malized CCSD[T], CCSD(T) and CCSD(TQ) calculations is made in table 11.
As expected (cf. the remarks at the end of section 3.3.1), the QMMCC(2,4) ap-
proach, de®ned by equation (125), provides results that are virtually identical to the
very good CR-CCSD(TQ),x (x ˆ a; b) results. The QMMCC(2,4) results are also
similar to the results of the CISDtq-corrected MMCC(2,4) calculations. This is
quite promising, since, unlike the CISDtq-corrected MMCC(2,4) theory, the
QMMCC(2,4) method does not require selecting active orbitals. The complete
QMMCC formalism, referred to as the QMMCC(2,6) method (cf. equation (117)),
provides further improvements in the results, reducing the 2.005 millihartree error in
the QMMCC(2,4) energy at the signi®cantly stretched, R ˆ 2Re, geometry to 0.546
millihartree. The description of the double dissociation of the water molecule by the
QMMCC(2,6) method is as good as the excellent description of this process by the
CISDtqph-corrected MMCC(2,6) approach, which requires that we ®rst perform the
CISDtqph calculations (see table 11). It is quite remarkable that we can reduce the
1.790, 5.590 and 9.333 millihartree errors in the CCSD results at R ˆ Re, 1:5Re and
2Re, respectively, to less than 0.7 millihartree by adding the a posteriori non-iterative
QMMCC corrections, employing only T1 and T2 components, to CCSD energies.

What is even more remarkable is the fact that we can ignore the most expensive
Mabcde

ijklm
…2† and Mabcdef

ijklmn
…2† moments in the complete QMMCC or QMMCC(2,6)

energy formula, equation (117), without changing the excellent QMMCC(2,6)
results. The errors in the QMMCC(2,6) results for the DZ model of water, obtained
by zeroing the Mabcde

ijklm
…2† and Mabcdef

ijklmn
…2† moments, are as small as the tiny (<0:7

millihartree) errors in the results of the complete QMMCC(2,6) calculations, in
which all generalized moments of the CCSD equations are included (see table 11). By
ignoring the Mabcde

ijklm
…2† and Mabcdef

ijklmn
…2† moments of the CCSD equations in the

QMMCC(2,6) energy expression, we are essentially preserving the simplicity and the
relatively low cost of the CR-CCSD(TQ),b calculations. This means that we may be
able to generate PESs corresponding to a simultaneous breaking of two single bonds,
which will di� er from the exact PESs by ¹1 millihartree (perhaps even less), with an
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e� ort comparable with (certainly not much greater than) that for the CR-
CCSD(TQ),b calculations. On the basis of the results of the QMMCC calculations
for water shown in table 11, we can conclude that the QMMCC method, in which

the Mabcde
ijklm

…2† and Mabcdef
ijklmn

…2† moments are ignored, is de®nitely worth further
exploration. We can also use the QMMCC(2,5) method, de®ned by equation
(121), and obtain the results for the double dissociation of water that can only be
matched by the excellent results of the full QMMCC (QMMCC(2,6)) or CISDtqph-

corrected MMCC(2,6) calculations (see table 11). Our benchmark calculations for
the water molecule clearly re¯ect the accuracy pattern described by equation (129).

As mentioned in the previous section, the primary motivation behind
the QMMCC and other QVMMCC approximations is the need to improve the

CR-CCSD(TQ) description of triple bond breaking. As shown in section 3.2.2.1, the
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Table 11. A comparison of the QMMCC(2,4), QMMCC(2,5) and QMMCC(2,6) ground-
state energies with the results of the full CI, standard CC, completely renormalized
CCSD[T], CCSD(T) and CCSD(TQ), and CI-corrected MMCC(2,4), MMCC(2,5) and
MMCC(2,6) calculations for the equilibrium and two displaced geometries of the H2O
molecule with the DZ basis set.

a

Method R ˆ Re
b

R ˆ 1:5Re
c

R ˆ 2Re
c

Full CI 776.157 866
b 776.014 521

c 775.905 247
c

CCSD 1.790 5.590 9.333
CCSDT

d
0.434 1.473 72.211

CCSDTQ
e

0.015 0.141 0.108

CR-CCSD[T]
f

0.560 2.053 1.163
CR-CCSD(T)

f
0.738 2.534 1.830

CR-CCSD(TQ),a
f

0.195 0.905 1.461
CR-CCSD(TQ),b

f
0.195 0.836 2.853

MMCC(2,4)
g;h

0.501 0.942 2.416
MMCC(2,5)

g;i
0.421 0.584 0.730

MMCC(2,6)
g;i

0.417 0.477 0.538

QMMCC(2,4)
j

0.271 0.959 2.005
QMMCC(2,5)

j
0.202 0.688 0.549

QMMCC(2,6)
j

0.202 0.688 0.546

QMMCC(2,6) 0.202 0.688 0.546
(M

abcdef
ijklmn

…2† ˆ 0)
j

QMMCC(2,6) 0.206 0.708 0.657
(M

abcde
ijklm

…2† ˆ M
abcdef
ijklmn

…2† ˆ 0)
j

a
The full CI total energies are in hartree. The CC, CI and MMCC energies are in millihartree

relative to the corresponding full CI energy values.
b

The equilibrium geometry and full CI result from [166].
c
The geometry and full CI result from [167].

d
From [22].

e
From [25].

f
The CR-CCSD[T], CR-CCSD(T) and CR-CCSD(TQ),a results from [42]. The CR-

CCSD(TQ),b results obtained in the present work.
g

The active space consisted of the 1b1, 3a1, 1b2, 4a1, 2b1 and 2b2 orbitals.
h

From [48].
i
From [171].

j
From [161].
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CR-CCSD(TQ),b approach provides great improvements in the poor description of
the triple bond breaking in N2 by the conventional CCSD, CCSD(T) and
CCSD…TQf† approaches, but the 10±25 millihartree di� erences between the CR-
CCSD(TQ),b and full CI energies at the intermediate and larger values of the N±N
distance R, observed in the calculations for the DZ model of N2 (described, in detail,
in section 3.1.4), are not entirely satisfactory (see table 5 and ®gure 2). Moreover, it
would be desirable if we could remove or, at the very least, reduce or shift away the
¹4.9 millihartree hump on the CR-CCSD(TQ),b potential energy curve for the DZ
model of N2 (cf. section 3.2.2.1 and ®gure 2). We already know that the CISDtqph-
corrected MMCC(2,6) approach provides the desired improvements in the descrip-
tion of triple bond breaking in N2, reducing the 10±25 millihartree di� erences
between the CR-CCSD(TQ),b and full CI energies at the intermediate and larger
internuclear separations R to 4.0±4.5 millihartree (see section 3.1.4, particularly table
5 and ®gure 2). We must keep in mind, however, that the CISDtqph-corrected
MMCC(2,6) approach requires that we select active orbitals for the CISDtqph
calculations that are needed to construct wavefunction jC0i entering the
MMCC(2,6) energy expression (58). In other words, although the CISDtqph-
corrected MMCC(2,6) approach can be viewed as a non-iterative CC approximation
that provides an excellent description of triple bond breaking, this method is not a
pure `black box’ of the CCSD(T) or CCSD…TQf† type, since we must make some
arbitrary decisions about active orbitals in order to carry out the related CISDtqph
calculations (and these calculations increase the computer e� ort). We are very
interested in developing `black-box’ equivalents of the highly successful
CISDtqph-corrected MMCC(2,6) approach, in which it is su� cient to add the
relatively simple non-iterative corrections to the CCSD energies, without relying on
the a priori computed CI wavefunction jC0i that enters the MMCC expressions.

Our test calculations for triple bond breaking in the DZ N2 molecule demon-
strate that at least some of the QMMCC methods satisfy the above criteria (see table
12 and ®gure 11). Clearly, all QMMCC approximations introduced in section 3.3.1
represent `black-box’ approaches, which solely rely on the T1 and T2 cluster
components obtained in the CCSD calculations. At the same time, as shown in
table 12 and ®gure 11, the QMMCC(2,6) and QMMCC(2,5) methods provide
excellent results for triple bond breaking in the DZ N2 molecule. As demonstrated
in table 12, the complete QMMCC ˆ QMMCC…2; 6† theory, based on equation
(117), reduces the huge negative errors in the CCSD results for N2 in the R > 1:75Re

region and the non-negligible 13.517, 25.069 and 14.796 millihartree errors in the
CR-CCSD(TQ),b results at R ˆ 1:75Re, 2Re and 2:25Re to 1.380, 6.230 and ¡3:440
millihartree, respectively. For smaller values of R, the errors in the QMMCC(2,6)
results are ¹1±2 millihartree (they are smaller than the errors resulting from the
full CCSDT calculations). As shown in ®gure 11, the QMMCC ˆ QMMCC…2; 6†
potential for N2 is virtually identical to the exact potential obtained with the full
CI approach. The hump on the potential energy curve obtained with the
QMMCC(2,6) method is considerably smaller than the hump on the CR-
CCSD(TQ),b curve (cf. ®gure 11). In fact, the QMMCC(2,6) potential is a
monotonically increasing function in the entire 2:068 bohr µ R µ 4:35 bohr region
(R ˆ Re ˆ 2:068 bohr is the equilibrium bond length of N2). The QMMCC(2,6)
energies begin to decrease only when R º 2:25Re, but even there the errors in the
QMMCC(2,6) results, relative to full CI, are less (in absolute value) than 3.5
millihartree (cf. table 12 and ®gure 11). The dissociation energy De, obtained by
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forming the di� erence between the QMMCC(2,6) energies at R ˆ 4:35 bohr and
R ˆ Re, is 6.59 eV, in excellent agreement with the full CI value of De of 6.61 eV.

Remarkably enough, the QMMCC(2,6) value of De is better than the De value

obtained with the CISDtqph-corrected MMCC(2,6) theory (6.68 eV; cf. section

3.1.4). As demonstrated in ®gure 11 and table 12, the QMMCC(2,6) potential for

N2 is located above the exact, full CI, potential in the entire R < 2:25Re region, in
spite of the apparently non-variational behaviour of the CCSD method at larger N±

N separations. This clearly shows that the QMMCC theory is essentially a

variational formalism which is capable of providing an excellent description for a

large part of the N2 potential.

On the basis of our experience with the CI-corrected MMCC methods, one might

expect that lower-order QMMCC methods, such as QMMCC(2,5), should not work

as well as the complete QMMCC(2,6) approximation at larger N±N separations (cf.
section 3.1.4 for a discussion of the CI-corrected MMCC results for N2; cf. also

tables 5 and 12). Surprisingly enough, this is not the case. As shown in table 12, the

QMMCC(2,5) method, de®ned by equation (121), which does not require the

calculation of the hextuply excited Mabcdef
ijklmn

…2† moments, provides the results of full

QMMCC(2,6) quality. The QMMCC(2,5) approach reduces the large, 30±120

millihartree, unsigned errors in the CCSD results for N2 in the R ¶ 1:5Re region

to 3.756 millihartree at R ˆ 1:5Re, 1.415 millihartree at R ˆ 1:75Re, 6.672 milli-
hartree at R ˆ 2Re and 2.638 millihartree at R ˆ 2:25Re. This should be confronted

with the 24±39 millihartree errors in the CISDtqp-corrected MMCC(2,5) results in
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Figure 11. Potential energy curves for the DZ model of the N2 molecule (energies in hartree
and the N±N separation RN-N in bohr). A comparison of the results obtained with
the QMMCC method (*) with the results of the CCSD (solid curve), CCSDT (¤),
CCSD(T) (&), CCSD…TQf † (*), CR-CCSD(TQ),b (~) and full CI (dotted curve)
calculations (see [43, 161] for the original numerical data).
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the 2Re µ R µ 2:25Re region. What is perhaps even more surprising is the fact that
we can ignore the most expensive Mabcde

ijklm
…2† and Mabcdef

ijklmn
…2† moments of the CCSD

equations in the complete QMMCC or QMMCC(2,6) energy expression, equation
(117), without changing the excellent QMMCC(2,6) results. The errors in the results
of the QMMCC(2,6) calculations for N2, in which the Mabcdef

ijklmn
…2† moments

are neglected, are practically identical to the very small errors resulting from
the complete QMMCC(2,6) calculations (see table 12). There is a slight increase
of errors when the Mabcde

ijklm
…2† as well as the Mabcdef

ijklmn
…2† moments are neglected,

but the overall performance of the QMMCC(2,6) approximation, in
which Mabcde

ijklm
…2† ˆ Mabcdef

ijklmn
…2† ˆ 0, is absolutely remarkable. For example, the

QMMCC(2,6) potential obtained by zeroing Mabcde
ijklm

…2† and Mabcdef
ijklmn

…2† is a
monotonically increasing function in the entire Re µ R µ 2Re region. The
QMMCC(2,6)(Mabcde

ijklm
…2† ˆ Mabcdef

ijklmn
…2† ˆ 0) energies begin to decrease only when

R º 4:35 bohr, but even there the errors in the QMMCC(2,6)(Mabcde
ijklm

…2† ˆ
Mabcdef

ijklmn
…2† ˆ 0) results are a few millihartree (see table 12). The dissociation energy

De, obtained by forming the di� erence between the QMMCC(2,6)(Mabcde
ijklm

…2† ˆ
Mabcdef

ijklmn
…2† ˆ 0) energies at R ˆ 2Re and R ˆ Re, is 6.54 eV, in very good agree-

ment with the full CI De value of 6.61 eV. Similar calculations for the
QMMCC(2,6)(Mabcdef

ijklmn
…2† ˆ 0) and QMMCC(2,5) methods give De values which

are only slightly better than the QMMCC(2,6)(Mabcde
ijklm

…2† ˆ Mabcdef
ijklmn

…2† ˆ 0) value of
De (6.59 and 6.61 eV, respectively). As mentioned earlier, by neglecting the Mabcde

ijklm
…2†

and Mabcdef
ijklmn

…2† moments of the CCSD equations in the QMMCC(2,6) calculations,
we are largely preserving the cost of the CR-CCSD(TQ),b or QMMCC(2,4)
calculations. Thus, we may be able to generate highly accurate PESs, corresponding
to di� cult cases of multiple bond breaking, which will di� er from the exact PESs by
at most a few millihartree, with the ease of use of the CR-CCSD(TQ),b or
QMMCC(2,4) approximations by employing the QMMCC(2,6)(Mabcde

ijklm
…2† ˆ

Mabcdef
ijklmn

…2† ˆ 0) approach. If it turns out that this is not enough for some di� cult
applications, we can always resort to the higher-level QMMCC(2,5) theory or to the
complete QMMCC(2,6) approximation.

The successful description of triple bond breaking by the complete QMMCC(2,6)
theory and its QMMCC(2,6)(Mabcde

ijklm
…2† ˆ 0), QMMCC(2,6)(Mabcde

ijklm
…2† ˆ

Mabcdef
ijklmn

…2† ˆ 0) and QMMCC(2,5) counterparts, combined with the common
intuitions about the importance of pentuple and hextuple excitations in studies of
triple bond breaking, suggests that the QMMCC methods must be capable of
describing at least some e� ects due to higher-order T5 and T6 clusters. The highly
factorized character of the QMMCC(2,6) and QMMCC(2,5) energy corrections,
equations (118) and (122) (particularly the numerator terms NQMMCC…2;6†

and
NQMMCC…2;5†

, equations (119) and (123), respectively), suggests that those e� ects
are being brought into the QMMCC calculations through some kind of factorization
of the T5 and T6 energy contributions. If a future theoretical analysis could ever
con®rm this, this factorization of the T5 and T6 e� ects would be reminiscent of the
factorization of the T4 contributions exploited in the CCSD…TQf† and CR-
CCSD(TQ),x (x ˆ a; b) methods. We are planning to explore this interesting aspect
of the QMMCC theory in future papers.

The above examples clearly demonstrate that the new QMMCC theory enables
us to preserve the `black-box’ character of the non-iterative CC methods, while
providing us with a highly accurate description of ground-state PESs involving a
breaking of single and multiple bonds. At this time, it seems to us that the
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determination of the most expensive Mabcdef
ijklmn

…2† moments of the CCSD equations,
corresponding to the projections of these equations on the hextuply excited
con®gurations, is a waste of computer time, since there is practically no di� erence
between the QMMCC(2,6) results with and without these moments. We may even
ignore the pentuply excited moments Mabcde

ijklm
…2† and still obtain an excellent

description of single and multiple bond breaking, as long as we retain the speci®c
many-body structure of the QMMCC(2,6) and QMMCC(2,5) energy corrections,
equations (118)±(120) and (122)±(124), respectively. As in the recent studies by Van
Voorhis and Head-Gordon [216], the incorporation of the quadratic …Sy†2

terms in
equations (107) or (110) that bring various product terms involving the T and T

y

components is the key to successful description of multiple bond breaking by the
QMMCC formalism.

3.4. Size extensivity of the MMCC methods: the approximate size extensivity of
the CR-CCSD(T) approach

As already mentioned in section 2.1, depending on the explicit form of the `trial’
wavefunction jC0i and depending on the approximations that are used to design the
speci®c form of the non-iterative correction ¯

…A†
0 , the results of the MMCC

calculations for ground electronic states may not be strictly size extensive. This, in
particular, applies to the CR-CCSD[T], CR-CCSD(T) and CR-CCSD(TQ) calcula-
tions. A similar remark applies to the CI-corrected MMCC calculations for excited
states, in which the non-iterative corrections ¯

…A†
K are added to the EOMCC energies.

Since the issue of size extensivity is important from the point of view of applications,
we address this issue here.

First, let us clarify a few important points related to the issue of size extensivity in
quantum-chemical calculations. Size extensivity is often de®ned as the absence of
unlinked terms (diagrams) in the wavefunction and energy expressions. This is the
de®nition adopted throughout the present work. The unlinked terms are evidently
absent in the wavefunction and energy expressions de®ning the standard CC
methods, including CCSD, CCSDT, CCSD(T), etc., by virtue of the linked and
connected cluster (or diagram) theorems [229±233] that serve as a formal basis of
all CC theories (cf., for example, [15, 18] for a thorough discussion and further
historical remarks) and because of the use of the explicitly connected equations, such
as equations (5) and (8), in the standard CC calculations. In consequence, the total
CC energy always displays the correct dependence on the size of a given many-
electron (e.g. molecular) system. For example, the total energy of a system composed
of a number of non-interacting closed-shell atoms and molecules, obtained from any
type of standard, closed-shell, CC calculation, equals the sum of energies of
individual atoms and molecules constituting this system. This behaviour of CC
energy is obviously very important when we go from one molecule to an ensemble of
molecules. All standard CC theories will always provide us with the correct
dependence of the total energy on the size of a molecular system, as described
above. An example of the correct dependence of the CC energy on the size of the
molecular system is shown in table 13, where we measure the size extensivity of the
CCSD[T], CCSD(T), CR-CCSD[T] and CR-CCSD(T) energies by subtracting the
sum of energies of two and three isolated glycine molecules (each glycine is a 40-
electron system) from the energies of the glycine dimer and trimer consisting of the
glycine molecules separated by a very large (200 bohr) distance. In this particular
example, we used the glycine isomer GLY12, found by Jensen and Gordon [234], and
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the standard 6-31G basis set [235], as implemented in GAMESS [159], to perform the

relevant calculations. All calculations were performed with the new CCSD[T],

CCSD(T), CR-CCSD[T] and CR-CCSD(T) programs incorporated into the June
2002 release of GAMESS [158]. As expected, the standard CCSD[T] and CCSD(T)

energies, which are based on the explicitly connected energy expressions, equations

(81) and (82), provide the perfectly size-extensive description of a system of two and

three non-interacting glycine molecules.

The fact that all standard CC approximations provide a size-extensive descrip-
tion of many-electron systems, in the sense described above, does not necessarily

imply that we can use them to describe the molecular fragmentation leading to

chemical bond breaking. This paper is full of examples showing the failures of the

standard CC approximations for various types of bond-breaking phenomena.
Interestingly enough, many methods that are not size extensive, such as MRCI,

which are based on using the energy expansions containing unlinked terms, provide a

reasonable description of bond breaking. Thus, the relationship between size

extensivity, as de®ned by the absence of unlinked terms (diagrams) in the energy
and wavefunction expressions, and the ability of a given method to provide an

accurate description of bond breaking, is not a simple one. This has already been

demonstrated in ®gure 10(a), which shows the one-dimensional cut of the ground-

state PES of the BeFH system in the Be ‡ HF limit. The strict size extensivity of the

standard CCSD(T) approach (i.e. the fully connected character of the CCSD(T)
energy expression) implies, in this case, only one thing: the poor performance of the

standard CCSD(T) method for the potential energy curve of the isolated HF

molecule propagates into the calculation for the BeFH system. Another illustration

of the same type is provided in ®gure 12(a), where we show the entire potential
energy curve of the HF molecule, obtained in the CCSD(T) calculations, in the

presence of one, three and ®ve Ne atoms located at very large distances from HF and

from one another (we used a separation of 100 bohr between the HF molecule and

the nearest Ne atom, the next Ne atom is 200 bohr from HF, etc.; all calculations
were performed using the DZ basis set [165]). In the perfectly size-extensive

calculations, such as CCSD(T), the only e� ect that the Ne atoms can have on the

energy of HF is changing this energy by the energy of the added Ne atoms. Thus, if

we shift the potential energy curves for the dissociation of the HF molecule in the

HF ‡ nNe systems by the energies of the added Ne atoms, we must obtain the HF
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Table 13. The size extensivity calculations for the CCSD[T], CCSD(T), CR-CCSD[T] and
CR-CCSD(T) methods. The energy of two or three glycine (GLY12 [234]) molecules
is subtracted from the energy of the corresponding glycine dimer or trimer consisting of
the glycine molecules separated by distance(s) of 200 bohr. The calculations were
performed with the 6-31G basis set, assuming the AM1 structure of the GLY12
isomer of glycine [234], and using the CC programs implemented in GAMESS [158].
The units for energy are millihartree and (in parentheses) kcal mol

¡1
.

CCSD[T] CCSD(T) CR-CCSD[T] CR-CCSD(T)

E…2 GLY12† ¡ 2E…GLY12† ¡5: £ 10
¡5 ¡5: £ 10

¡5
3.872 32 3.488 68

…¡3: £ 10
¡5† …¡3: £ 10

¡5† (2.429 92) (2.189 18)

E…3 GLY12† ¡ 3E…GLY12† ¡1:1 £ 10
¡4 ¡1:1 £ 10

¡4
10.043 39 9.078 22

…¡6:8 £ 10
¡5† …¡6:8 £ 10

¡5† (6.302 33) (5.696 67)
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Figure 12. Potential energy curves of the HF molecule (energies in hartree, the H±F
separation RH-F in bohr) in the presence of one (~), three (*) and ®ve (^) Ne
atoms located at very large distances from HF and from one another (the Ne atom
nearest to the HF molecule is separated from it by 100 bohr, the second, third, etc.
Ne atoms are separated from HF by 200, 300, etc. bohr). The results of the (a)
CCSD(T) and (b) CR-CCSD(T) calculations using the DZ basis set. The HF
potentials corresponding to the HF ‡ nNe systems are shifted by the energies of the
Ne atoms. The dashed curves represent the CCSD potential.
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potentials that coincide with one another, independent of the number of the added
Ne atoms. This is exactly what we observe in the CCSD(T) calculations, whose
results are shown in ®gure 12(a). Unfortunately, since the standard CCSD(T)
approach fails to describe bond breaking in the isolated HF system, the analogous
CCSD(T) curves for the HF ‡ nNe systems are as poor as in the case of a single HF
molecule. As we can see, the absence of unlinked terms in the CCSD(T) energy
expression does not help us to restore the correct description of the H±F bond
breaking in the HF ‡ nNe systems.

In trying to understand this problem, we must, ®rst of all, realize that standard
CC methods can provide a correct description of a fragmentation process

XY ! X ‡ Y …130†

only if the reference con®guration jFXYi of system XY factorizes into a product of
references jFXi and jFYi of subsystems X and Y in the X ‡ Y limit (the only
exception to this rule is provided by the exact, full CC or full CI, approach, which is,
of course, rigorously size extensive, independent of the behaviour of jFXYi in the
X ‡ Y limit). The RHF con®guration, used as a reference in the spin-adapted CC
calculations for singlet electronic states, does not separate correctly in the X ‡ Y
limit if X and Y are open-shell fragments. In consequence, all standard RHF-based
CC methods fail to provide a correct description of the separation of the closed-shell
system XY into open-shell fragments X and Y, in spite of the apparently connected
character of the CC energy expressions. This is exactly what happens when the HF
molecule dissociates into the H and F atoms or when the ethane molecule dissociates
into two methyl radicals. Second, the importance of the terms `linked’, `unlinked’,
`connected’, `disconnected’, etc. becomes less clear in a situation such as bond
breaking, where the MBPT series, used to de®ne all those terms, is no longer
summable. For example, the MBPT expansion of the CCSD(T) energy contains only
connected terms. Each of those connected terms has a correct size dependence, as
shown in the calculations of the HF potential in the HF ‡ nNe systems. This does
not mean, however, that those terms alone guarantee the correct description of bond
breaking. It is, therefore, not unthinkable to have a situation where the selected
unlinked terms in the MBPT energy expansion help to restore the correct behaviour
of energy in the bond-breaking region. A good example of the behaviour of this type
is provided by any limited CI method, including, for example, MRCISD. The
selected unlinked terms present in the CI energies are ultimately responsible for the
variational behaviour of the CI theory, independent of the nuclear geometry. If those
terms are carefully selected, as is done in MRCISD, we can actually retain the
variational and, simultaneously, fairly accurate description of PESs involving bond
breaking. Without those unlinked terms, the MRCISD method could have su� ered
from the pathological (non-variational ) behaviour characterizing the standard CC
theories. Ideally, we would like to use a genuine MRCC formalism which is both
accurate and has no unlinked diagrams in it (i.e. is rigorously size extensive), but
there has not been much success in formulating a robust and relatively simple
MRCC theory that could be routinely used in calculations of molecular PESs for all
kinds of molecular systems.

Very similar remarks apply to various MMCC calculations, including the
calculations employing the CR-CCSD(T) approach. All MMCC approximations
are based on the asymmetric energy expressions de®ning the MMCC functionals,
equations (23) or (35). The MMCC functionals and the resulting corrections ¯

…A†
0 or
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¯
…A†
K can provide the exact (and, thus, size-extensive) energies, when the wavefunc-

tions jC0i or jCKi are exact. In fact, as mentioned in section 3.3.1, the ground-state
corrections ¯

…A†
0 , added to standard CC energies, can lead to perfectly size-extensive

results as long as the wavefunctions jC0i have the CC-like exponential form. In
general, however, we do not have to insist on strict size extensivity in de®ning the
MMCC approximations, particularly if this immediately leads to new formal
complications and large computer costs, since there may exist judicious choices of
wavefunctions jC0i or jCKi that lead to approximately size-extensive methods while
allowing us to obtain a very good description of bond breaking with a little
computational e� ort and with an ease of use of the `black-box’ methods of the
CCSD(T) type. For example, if a given choice of jC0i or jCK i in the MMCC energy
formulae leads to energies that are very close to the exact, full CI, energies for a wide
range of molecular applications, we can certainly hope that the resulting energies are
also approximately size extensive. The introduction of selected unlinked terms into
the MMCC energy expressions may help us to restore high accuracy at larger
internuclear separations, which is completely lost if we insist on using the connected
energy expansions de®ning the standard CC theories. Ideally, we would like to use
size-extensive theories, which are de®ned by the fully connected energy expressions
and which also break chemical bonds, but, if we have to choose between the strict
size extensivity and the high accuracy at larger internuclear separations obtained at
the low computer cost for a relatively wide range of molecular systems, we may
as well decide to choose the latter option. In making this decision, however, we
should always make sure that we fully understand the consequences of introducing
unlinked terms into the energy expansions for calculations for larger many-electron
systems.

Let us illustrate those consequences by a few examples of calculations with the
MMCC-based CR-CCSD(T) method. The CR-CCSD(T) energy expression, equa-
tions (62) or (70), is not fully connected; there are unlinked (in this case,
disconnected) terms in the non-iterative energy correction NCR…T†

=D
…T†

leading to
some size inextensivity errors (cf. the discussion below for further analysis). In table
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Table 14. The departure from size extensivity in the CR-
CCSD(T) calculations for the HF ‡ nNe systems, as a
function of the H±F separation RH-F (in multiples of
the equilibrium bond length Re

ˆ 1:7328 bohr) and the
number of Ne atoms added to HF (n). The numbers
in the table are the values of ¢E…HF ‡ nNe†, equation
(131) (in millihartree), obtained with the DZ basis set,
assuming that the Ne atom nearest to the HF molecule
is separated from it by 100 bohr and assuming that the
second, third, etc. Ne atoms are separated from HF by
200, 300, etc. bohr.

RH-F n ˆ 1 n ˆ 2 n ˆ 3 n ˆ 5

Re 0.077 0.215 0.411 0.963
1.5Re 0.147 0.350 0.607 1.268
2Re 0.351 0.746 1.183 2.172
3Re 0.886 1.790 2.711 4.601
4Re 1.020 2.053 3.099 5.223
5Re 1.031 2.074 3.128 5.270
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14 and ®gure 12(b), we show the results of the CR-CCSD(T) calculations of the
entire potential energy curve of the HF molecule in the presence of from one to ®ve
Ne atoms located at a very large distance from HF and from one another (as in the
analogous CCSD(T) calculation shown in ®gure 12(a), we used a separation of
100 bohr between the HF molecule and the nearest Ne atom; the next Ne atom is
200 bohr from HF, etc.; all calculations were performed with a DZ basis set [165]).
As in ®gure 12(a), all HF potentials shown in ®gure 12(b) are shifted by the energies
of the added Ne atoms, so that if a given quantum-chemical method employed in
those calculations was strictly size extensive the resulting potential energy curves
would coincide. The CR-CCSD(T) method is not strictly size extensive, so that the
CR-CCSD(T) potential energy curves for the HF ‡ nNe systems, shifted by the
energies of the Ne atoms, are not perfectly identical to one another. However, they
virtually coincide, particularly in the equilibrium region and for smaller stretches of
the H±F bond (H±F separations RH-F up to twice the equilibrium bond length in
HF). Even for larger H±F separations, where the standard CCSD(T) method
completely fails, the departure from the perfectly size-extensive behaviour in the
CR-CCSD(T) calculations is on the order of a few millihartree. This can be seen in
®gure 12(b) and by analysing the results in table 14.

The departure from the perfectly size-extensive description of the HF ‡ nNe
systems by the CR-CCSD(T) approach can be measured by calculating the energy
di� erence

¢E…HF ‡ nNe† ˆ ECR-CCSD…T†…HF ‡ nNe†

¡ ‰ECR-CCSD…T†…HF† ‡ nECR-CCSD…T†…Ne†Š …131†

as a function of the internuclear separation RH-F and the number of added Ne
atoms. As shown in table 14, adding one Ne atom (i.e. doubling the size of the
system; the Ne atom has as many electrons as the HF molecule) produces results that
di� er from the perfectly size-extensive description by a fraction of a millihartree
(1 millihartree at most), independent of the value of RH-F. Even when we add ®ve
neon atoms (increasing the number of electrons from 10 in HF to 60 in the combined
HF ‡ 5Ne system), the size inextensivity error de®ned by equation (131) is 1±2
millihartree for RH-F µ 2Re and ¹5 millihartree for RH-F ˆ 5Re. As a matter of fact,
the CR-CCSD(T) results for the much larger HF ‡ 10Ne system are almost identical
to the analogous results for the HF ‡ 5Ne system shown in ®gure 12(b) and table 14.
Clearly, the potential energy curves for the HF ‡ nNe systems resulting from the
CR-CCSD(T) calculations are much better than the corresponding CCSD(T) curves
shown in ®gure 12(a). For example, the CR-CCSD(T) method provides a very
reasonable description of the asymptotic region, where the H±F distances become
large, independent of the number of the added Ne atoms. The loss of accuracy in this
region due to the lack of size extensivity of the CR-CCSD(T) method is very small
compared with the magnitude of improvements in the poor CCSD(T) results that the
CR-CCSD(T) method o� ers in the region of large RH-F values.

Very similar remarks apply to the HF ‡ HF system, in which we examine the
e� ect of adding an HF molecule, located at a very large distance (100 bohr) from the
original HF molecule, on the potential energy curve of the original HF molecule. We
studied several cases, characterized by the gradually increasing level of complexity,
including the situation where the added HF molecule is at its equilibrium geometry,
the situation where the added HF molecule is slightly stretched (by a factor of 1.5 or
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less) and the situations where the added HF molecule is signi®cantly stretched (by a
factor of 2 or 3). Adding the HF molecule at its equilibrium geometry to the
dissociating HF system is more or less equivalent to adding the closed-shell Ne atom,
which is characterized by the relatively small correlation e� ects. However, adding the
stretched HF molecule to the dissociating HF system is equivalent to adding a quasi-
degenerate system characterized by a large degree of non-dynamic correlation.

In analogy to the HF ‡ nNe systems, the departure from perfectly size-extensive
behaviour of the CR-CCSD(T) energies of the HF ‡ HF system can be assessed by
calculating the energy di� erence

¢E‰HF…RH-F† ‡ HF…nRe†Š ˆ ECR-CCSD…T†‰HF…RH-F† ‡ HF…nRe†Š

¡ fECR-CCSD…T†‰HF…RH-F†Š ‡ ECR-CCSD…T†‰HF…nRe†Šg

…132†

as a function of the H±F separation RH-F in the ®rst HF molecule and the magnitude
of the stretch of the H±F bond in the second (spectator) HF molecule (expressed in
multiples of the equilibrium bond length Re). In the perfectly size-extensive
description, the total energy of the HF ‡ HF system should always be equal
to the sum of the energies of the isolated HF molecules having the same bond
lengths as in the combined HF ‡ HF system. Thus, the energy di� erence
¢E‰HF…RH-F† ‡ HF…nRe†Š, equation (132), should be zero, independent of the H±
F distances in both HF molecules (i.e. independent of RH-F and n). As shown in table
15, where we report the values of ¢E‰HF…RH-F† ‡ HF…nRe†Š obtained with the DZ
basis set [165], ¢E‰HF…RH-F† ‡ HF…nRe†Š is never zero for the CR-CCSD(T)
method. However, adding the HF molecule at its equilibrium geometry or adding
the slightly stretched HF molecule (stretched by a factor of 1.5) to the dissociating
HF system introduces very small size inextensivity errors that range between 0.1
millihartree for RH-F ˆ Re and 0.9±1.5 millihartree for RH-F ˆ 5Re (see table 15).
This should be compared with the 0.500 and 1.650 millihartree errors in the CR-
CCSD(T) results at RH-F ˆ Re and 5Re, respectively, for the isolated HF molecule

P. Piecuch et al.632

Table 15. The departure from size extensivity in the CR-CCSD(T)
calculations for the HF ‡ HF system, as a function of the
H±F separation RH-F in the ®rst HF molecule, for the
selected values of the stretch of the H±F bond in the
second HF molecule (nRe; the H±F distances in both HF
molecules are in multiples of the equilibrium bond length
Re

ˆ 1:7328 bohr). The numbers in the table are the values
of ¢E‰HF…RH-F† ‡ HF…nRe†Š, equation (132) (in milli-
hartree), obtained with the DZ basis set, assuming that
both HF systems are separated by 100 bohr.

RH-F n ˆ 1 n ˆ 1:5 n ˆ 2 n ˆ 3

Re 0.076 0.140 0.321 0.765
1:5Re 0.140 0.254 0.573 1.334
2Re 0.321 0.573 1.272 2.913
3Re 0.765 1.334 2.913 6.859
4Re 0.863 1.495 3.254 7.776
5Re 0.870 1.507 3.291 7.946
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and the much larger 53.183 millihartree error in the result of the standard CCSD(T)
calculations for isolated HF with RH¡F ˆ 5Re (see table 1). Adding the equilibrium
or slightly stretched HF system to the dissociating HF molecule introduces the size
inextensivity errors that are comparable to the small errors characterizing the CR-
CCSD(T) calculations for the potential energy curve of HF and that are orders of
magnitude smaller than the huge errors at larger values of RH-F produced by the
standard CCSD(T) theory.

The situation slightly changes when we add the signi®cantly stretched HF system
to the dissociating HF molecule. In this case, the size inextensivity errors character-
izing the CR-CCSD(T) results, as de®ned by ¢E‰HF…RH-F† ‡ HF…nRe†Š, equation
(132), are somewhat larger, particularly when RH-F is large (cf. the 7.946 millihartree
size inextensivity error when RH-F ˆ 5Re and when the added HF molecule is
stretched by a factor of 3, reported in table 15), but the overall performance of
the CR-CCSD(T) method in describing bond breaking in HF in the presence of
another HF molecule remains quite good (much better than in the CCSD(T) case).
From the purely pragmatic point of view, we can de®nitely claim that the
dissociation of one of the two HF molecules in the HF ‡ HF system is correctly
described by the CR-CCSD(T) approach. The somewhat larger values of

¢E‰HF…RH-F† ‡ HF…nRe†Š, which we observe in the region of larger RH-F and n,
are a consequence of the fact that the CR-CCSD(T) method cannot provide a highly
accurate description of multiple bond breaking. The large RH¡F and n values in the
de®nition of ¢E‰HF…RH-F† ‡ HF…nRe†Š, equation (132), correspond to a simul-
taneous breaking of both H±F bonds in the HF ‡ HF system, causing the errors in
the CR-CCSD(T) results to grow to 7±8 millihartree (cf. table 15). We can always
improve the results in cases like this and reduce the size inextensivity errors by
switching to the higher-level CR-CCSD(TQ),b formalism or to the QMMCC theory
described in section 3.3.

As already mentioned, the approximate MMCC methods, including CR-
CCSD(T), are not strictly size extensive, since all MMCC approximations are
derived from the asymmetric energy expressions de®ning the MMCC functionals,
equations (23) or (35), which we truncate before insisting on the fully connected
structure of the resulting energy expressions. The MMCC functionals, equations (23)
or (35), do not use the intermediate normalization exploited in the standard CC
theory and this may lead to the introduction of the unlinked (disconnected) terms
into the resulting energies. The disconnected terms in the MMCC energies are related
primarily to the presence of the overlap denominators, such as the hC0jeT

…A† jFi
denominator entering the formula for the ground-state correction ¯

…A†
0 , equation (9).

This can be seen by examining the basic equations of the CR-CCSD(T) method, in
which we correct the CCSD energy with the completely renormalized triples
correction of the MMCC(2,3) type.

Indeed, as shown in section 3.2.1, the CR-CCSD(T) formula can be given the
following form (cf. equation (70)):

ECR-CCSD…T† ˆ ECCSD ‡ ¯
CR…T†

; …133†

where

¯
CR…T† ˆ NCR…T†

=D
…T†

; …134†

with NCR…T†
and D

…T†
de®ned by equations (74) and (78), respectively. The CCSD

method is rigorously size extensive, so it is su� cient to focus on the non-iterative
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correction ¯CR…T†
, equation (134), in our analysis. The numerator NCR…T†

is an
explicitly connected quantity (moments Mabc

ijk
…2† that enter the formula for NCR…T†

are connected), so that the value of NCR…T†
for system XY in the X ‡ Y limit is the

sum of the NCR…T†
values for subsystems X and Y,

NCR…T†…X ‡ Y† ˆ NCR…T†…X† ‡ NCR…T†…Y†; …135†

if the reference con®guration jFXYi of system XY factorizes into a product of
references jFXi and jFYi of subsystems X and Y in the same limit. If D

…T†
was equal

to 1, the correction ¯CR…T†
and the total CR-CCSD(T) energy were perfectly size

extensive. However, the denominator D
…T†

is always greater than 1 (cf., for example,
section 3.2.2.1 for examples of typical values of D

…T†
). As shown earlier (cf. equations

(85) and (86)),

D
…T† ˆ 1 ‡ À; …136†

where

À ˆ hFjT y
2T2jFi ‡ O…V4

N
†; …137†

with O…V 4
N

† representing the fourth- and higher-order terms in perturbation VN.
Assuming that cluster amplitudes de®ning T2 are relatively small, so that À < 1, we
can write

¯
CR…T† ˆ NCR…T†

=…1 ‡ À† ˆ NCR…T† ¡ NCR…T†
À ‡ ¢ ¢ ¢ : …138†

The ®rst term in the many-body expansion of correction ¯CR…T†
is connected.

However, the NCR…T†
À term and all higher-order terms in equation (138) are

apparently disconnected, introducing the size inextensivity errors into the CR-
CCSD(T) results. Assuming further that À ½ 1 and assuming that we can approx-
imate À by the leading hFjTy

2T2jFi term, we obtain

À…X ‡ Y† º À…X† ‡ À…Y†; …139†

so that

¯
CR…T†…X ‡ Y† º NCR…T†…X ‡ Y†‰1 ¡ À…X ‡ Y†Š

º ‰NCR…T†…X† ‡ NCR…T†…Y†Š‰1 ¡ À…X† ¡ À…Y†Š

ˆ NCR…T†…X†‰1 ¡ À…X†Š ‡ NCR…T†…Y†‰1 ¡ À…Y†Š ¡ D; …140†

where

D ˆ NCR…T†…X†À…Y† ‡ NCR…T†…Y†À…X†: …141†

Approximating corrections ¯CR…T†
for subsystems X and Y by the ®rst two terms in

expansion (138), we obtain

¯
CR…T†…X ‡ Y† º ¯

CR…T†…X† ‡ ¯
CR…T†…Y† ¡ D; …142†

where D, equation (141), describes the departure from the perfectly size-extensive
behaviour of the CR-CCSD(T) theory. Clearly, if the D

…T†
denominators for

subsystems X and Y were both 1, so that the À…X† and À…Y† contributions vanished,
the size inextensivity error D, equation (141), would be zero. This shows that the
main reason for the departure from the perfectly size-extensive behaviour of the CR-
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CCSD(T) theory is the presence of the D
…T†

denominator in the CR-CCSD(T) energy
expression.

The above analysis was based on the assumption that À ½ 1, which is true only
when the T1 and T2 cluster amplitudes are small. In this case, the D

…T†
denominator

is close to 1, so that it is rather unlikely that the e� ects of size inextensivity of the
CR-CCSD(T) method are serious in situations of this type. The situation becomes
more complicated in the bond-breaking region, where the D

…T†
denominators become

large because of large T1 and T2 values. In this case, À is always signi®cantly greater
than 1 (cf., for example, the examples discussed in section 3.2.2.1), so that it is quite
di� cult to predict how the denominator D

…T†
relates to the size inextensivity errors in

the CR-CCSD(T) calculations. In order to obtain some insights into the role of the
D

…T†
denominator in causing the size-inextensive behaviour of the CR-CCSD(T)

theory, we decided to compare the actual values of D
…T†

, resulting from the
aforementioned calculations for the HF ‡ nNe systems, in which we examined the
dissociation of HF in the presence of the Ne atoms at a very large distance from HF,
with the idealized values of D

…T†
that are de®ned by imposing a condition that the

ideal correction ¯CR…T†
(designated here as ¯

CR…T†
ideal ) is rigorously size extensive.

Here is the procedure that we used to de®ne the idealized values of D
…T†

. In order
to enforce the strict size extensivity on the completely renormalized triples correction

¯CR…T†
, so that

¯
CR…T†
ideal

…X ‡ Y† ˆ ¯
CR…T†
ideal

…X† ‡ ¯
CR…T†
ideal

…Y† …143†

in the non-interacting, X ‡ Y, limit of system XY, we de®ne the ideal denominator
D

…T†
in this limit (designated as D

…T†
ideal

…X ‡ Y†) as follows:

D
…T†
ideal

…X ‡ Y† ˆ NCR…T†…X† ‡ NCR…T†…Y†
NCR…T†…X†=D…T†…X† ‡ NCR…T†…Y†=D…T†…Y† : …144†

On the basis of the fact that the numerator NCR…T†
is an explicitly connected

quantity, so that it satis®es equation (135), one can easily verify that the ideal
completely renormalized triples correction

¯
CR…T†
ideal

…X ‡ Y† ² NCR…T†…X ‡ Y†=D
…T†
ideal

…X ‡ Y† …145†

satis®es the size extensivity condition (143), if D
…T†
ideal

…X ‡ Y† is given by equation
(144). Clearly, the ideal denominator D

…T†
ideal

…X ‡ Y†, equation (144), is de®ned in a
rather arti®cial (and, hence, impractical) manner, which depends on the type of
fragmentation a given system undergoes. It is useful, however, to consider this
idealized form of the denominator D

…T†
, equation (144), since we can calculate its

values for a given molecular system consisting of non-interacting fragments X and Y
(using the values of NCR…T†

and D
…T†

for individual subsystems X and Y) and
compare the results with the actual values of D

…T†
resulting from the CR-CCSD(T)

calculations in the non-interacting, X ‡ Y, limit. The above de®nition of
D

…T†
ideal

…X ‡ Y† applies to a fragmentation of a given system into two subsystems.
This includes cases such as the fragmentation of the HF ‡ Ne system into the
isolated HF molecule (having the same H±F bond length as in the HF ‡ Ne system)
and Ne. If we have to deal with several non-interacting fragments, as is the case for
the HF ‡ nNe systems with n > 1, we have to generalize equation (144) by imposing
the condition that the ideal correction ¯CR…T†

of the entire system is a sum of
corrections ¯CR…T†

of all non-interacting fragments.
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We used equation (144) and its generalization to an arbitrary number of non-
interacting fragments to analyse the dependence of the CR-CCSD(T) denominator
D

…T†
, and its idealized D

…T†
ideal analogue leading to a perfectly size-extensive descrip-

tion, on the H±F separation in HF in the HF ‡ nNe systems with several values of n.
As in the case of the results reported in ®gure 12 and table 14, we used the DZ basis
set. The behaviour of the actual and ideal denominators D

…T†
for the HF ‡ nNe

systems is shown in ®gure 13.
As we can see, all denominators D

…T†
and D

…T†
ideal display the same general

behaviour, i.e. they are close to 1 around the equilibrium H±F distance,

RH-F ˆ Re ˆ 1:7328 bohr, while increasing their values (to 2.0±2.6) for large values
of RH-F. As mentioned in the earlier sections, this behaviour of denominators D

…T†
is

typical for all MMCC calculations. In general, the hC0jeT
…A† jFi denominators

increase their values for stretched nuclear geometries, damping in this way the
non-iterative corrections to standard CC energies due to higher-order clusters, which
are always grossly overestimated by the conventional approaches of the CCSD(T)
type. As shown in ®gure 13, the discrepancies between the actual and ideal
denominators of the CR-CCSD(T) theory grow with the number of Ne atoms (i.e.
with the system size). They also seem to be larger at larger values of RH-F. All of this
explains why the departure from perfect size extensivity is greater for the stretched
nuclear geometries in HF and for more Ne atoms (see table 14 and ®gure 12(b); cf.
also the discussion above). On the other hand, it is quite remarkable to observe that
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Figure 13. A comparison of the idealized values of the denominators D
…T†

, equation (144),
which are obtained by imposing a condition that the ideal CR-CCSD(T) correction
¯CR…T†

is rigorously size extensive (dashed curves), with the actual values of the D
…T†

denominators used in the CR-CCSD(T) calculations, equations (78) or (86) (solid
curves) for the HF ‡ nNe systems with n ˆ 1 (~ and ~), n ˆ 2 (& and &), n ˆ 3
(* and *) and n ˆ 5 (^ and ^). The results of the calculations with the DZ basis
set.
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there is only a 5±29% di� erence between the actual and ideal denominators in the
CR-CCSD(T) calculations for the HF ‡ nNe system with n ˆ 5, which is 6 times
larger than the HF molecule (5% at RH-F º Re and 29% at RH-F º 5Re). For cases
involving fewer Ne atoms, those di� erences are even smaller. We must realize that,
even in the case of the 29% di� erence between the actual value of D

…T†
and the D

…T†

value that would lead to a perfectly size-extensive description, the departure from
size extensivity observed in the CR-CCSD(T) energy calculations is still relatively
small, since D

…T†
enters only the non-iterative correction ¯CR…T†

, which is a correction
to a much larger chunk of energy obtained in the size-extensive CCSD calculations.
As shown in table 14, the 29% di� erence between the actual and ideal values of
D

…T†
for the HF ‡ 5Ne system with RH-F ˆ 5Re results in a relatively small,

¹5 millihartree, size inextensivity error.
We can summarize the above discussion by stating that the CR-CCSD(T) and

other renormalized and completely renormalized CC methods are not strictly size
extensive, i.e. there are unlinked terms in the MBPT expansions of the corresponding
energy expressions, largely because of the presence of the hC0jeT

…A† jFi denominators
in the formulae for corrections ¯

…A†
0 . The presence of those denominators seems to

have little or no e� ect on the description of bond breaking by the CR-CCSD(T) and
other MMCC methods. Quite on the contrary, the PESs resulting from CR-
CCSD(T) and other MMCC calculations are much better than those obtained with
the standard CC methods of the CCSD(T) type, as amply documented in the earlier
sections. On the other hand, lack of strict size extensivity of the CR-CCSD(T) and
other MMCC methods may have an e� ect on the results of calculations for very
large and extended systems. A lot depends here on the values of the T1 and T2 cluster
amplitudes that are used to construct the MMCC corrections ¯

…A†
0 . If they are small,

then the hC0jeT
…A† jFi denominators are close to 1, in which case the e� ects of size

inextensivity of the approximate MMCC methods are negligible. If they are large,
then the hC0jeT

…A† jFi denominators become signi®cantly greater than 1. They always
become large in situations involving bond breaking. In this case, the hC0jeT

…A† jFi
denominators damp the unphysical values of the standard (T) and similar correc-
tions at larger internuclear separations. However, the hC0jeT

…A† jFi denominators
may also acquire values which are signi®cantly greater than 1 for very large many-
electron systems. This can be seen by examining the explicit expressions for typical
hC0jeT

…A† jFi denominators, such as D
…T†

, equation (78). As implied by equations (85)
and (86) or (136), (137) and (139), the D

…T†
denominators increase in value with the

size of a system, since the quantity À ˆ D
…T† ¡ 1 grows proportionally to the system

size (cf. equation (139)). In the aforementioned example of the glycine molecule (the
GLY12 isomer [234]) and its clusters (all described by the 6-31G basis set [235]), the
denominator D

…T†
of the CR-CCSD(T) theory increases in value from 1.229 880 41

for a single glycine molecule (40 electrons) to 1.463 570 31 for two glycine molecules
(80 electrons) and to 1.701 069 71 for three glycine molecules (120 electrons). It is
possible that those values would be somewhat smaller if we optimized the geometry
of the GLY12 isomer of glycine at the CR-CCSD(T) level (we used the geometry
optimized by Jensen and Gordon [234] with the semiempirical AM1 approach), but
this is not essential for this discussion; undoubtedly, the D

…T†
denominators grow

with the system size. This means that for very large many-electron systems the D
…T†

and other hC0jeT
…A† jFi denominators may arti®cially `overdamp’ the CR-CCSD(T)

and other MMCC corrections ¯
…A†

. We should note, however, that this implies that
only the triples e� ect of the CR-CCSD(T) approach will be underestimated in
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calculations for systems with very large numbers of electrons. We must keep in mind
that, in the CR-CCSD(T) case, the bulk of the correlation e� ects is still described by
the size-extensive CCSD theory. In consequence, the departure from the perfectly
size-extensive description in calculations for very large many-electron systems does
not have to be big. This is shown in table 13, where we measure the size inextensivity
error in the calculations for glycine clusters by subtracting the sum of energies of two
and three isolated glycine molecules from the energies of the glycine dimer and trimer
consisting of the glycine molecules separated by a very large distance. As one can see,
in spite of the denominator value of 1.463 570 31 for the non-interacting glycine
dimer, the departure from size extensivity in the CR-CCSD(T) calculations, meas-
ured by subtracting the sum of energies of the isolated glycine molecules from the
energy of the dimer consisting of non-interacting glycine molecules, is only
¹3 millihartree (2 kcal mol

¡1). This should be compared with the total correlation
energy of two non-interacting GLY12 molecules, which, according to the size-
extensive CCSD(T) calculations with the 6-31G basis set, is ¡1:148 466 32 hartree
(the CR-CCSD(T) method gives ¡1:136 768 10 hartree). The size inextensivity error
amounts to 0.3% of the total correlation energy in this case. For a system consisting
of three non-interacting glycine molecules, the departure from size extensivity in the
CR-CCSD(T) calculations is ¹9 millihartree (cf. table 13), which is only 0.5% of
the total correlation energy of the glycine trimer. In other words, the size inexten-
sivity of the CR-CCSD(T) method does not make it unusable for very large and
extended systems. We may, for example, be interested in calculations of the bond
breaking in a small polypeptide. The standard CCSD(T) method will provide size-
extensive results, but they will be quite poor if we decide to study signi®cantly
stretched nuclear geometries or bond breaking. The CR-CCSD(T) approach
will provide considerable improvements in the bond-breaking region with the ease
of use and the relatively low cost of the CCSD(T) approach, although CR-CCSD(T)
calculations will introduce small errors owing to lack of size extensivity of the
CR-CCSD(T) method. We should always keep in mind that failures of the CCSD(T)
method in the bond-breaking region are much more serious than the departures
from perfect size extensivity observed in the CR-CCSD(T) calculations, as shown
in the above examples. Moreover, we can always try to improve the results,
reducing simultaneously the size inextensivity errors, by switching to higher-
order MMCC theories, such as QMMCC. We will continue to study the consequences
of size inextensivity in large molecule calculations by performing the CR-CCSD(T)
and similar calculations for large systems consisting of 20±30 atoms and by com-
paring the results with the results of size-extensive multireference calculations, such
as CASSCF or CASPT2. The results will be reported as soon as they become
available.

There is another (still unexplored) possibility of improving the CR-CCSD(T) and
other MMCC results in calculations for very large molecular systems (e.g. systems
with over 20 atoms), if lack of size extensivity of the CR-CCSD(T) and other
MMCC methods becomes a problem. As shown by SchuÈ tz and Werner [32, 34, 35]
(cf. also [33]), the applicability of the standard CCSD(T) method can be extended to
systems with ¹100 atoms if we apply the local correlation formalism of Pulay and
Saebù [29±31]. In this case, one combines an idea of localizing molecular orbitals and
rewriting CC equations in a localized orbital basis with a concept of dividing the
molecular space into di� erent excitation domains. Those domains are used to
introduce a hierarchy of pair and other excitations, so that, for example, the most
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numerous and, at the same time, the smallest multicentre excitations can be simply
ignored in the calculations, ultimately leading to the CC algorithms that scale
linearly with molecular size [32, 34, 35]. One can, therefore, contemplate a local
CR-CCSD(T) approach, in which we use the idea of domains to separate the `active
site’, where chemical bonds break or rearrange, from the remaining parts of the
molecular system under study, where bond lengths remain close to their equilibrium
values. This would make perfect sense in various applications of interest for
biochemistry or biology, in which chemical changes, such as bond breaking or bond
formation, usually have a local character, so that we can make a clear distinction
between the chemically active site (an analogue of a solute molecule in a solution)
and the remaining part of the molecule (solvent). The active site represents, in most
cases, a relatively small molecular fragment, for which the CR-CCSD(T) method can
provide an approximately size-extensive description, while allowing us to describe a
breaking of single chemical bonds (if a given chemical change in an active site
requires a consideration of multiple bond breaking, we can switch to one of the
higher-level MMCC methods, such as CR-CCSD(TQ),b or QMMCC). The remain-
ing part of a molecular system, where bonds are not rearranged, can be described by
the local version of the standard CCSD(T) theory. Thus, after decomposing the
molecule into an active site, where bonds are rearranged, and the remaining
domains, where structural changes during a given chemical process are minimal,
we could de®ne the local CR-CCSD(T) correction ¯

CR…T†;local
0 of the entire molecular

system under consideration as follows:

¯
CR…T†;local
0

ˆ NCR…T†…active site†=D
…T†…active site† ‡ N

…T†…other domains†; …146†

thereby enforcing the approximately size-extensive behaviour of the resulting local
variant of the CR-CCSD(T) theory numerically. In the above equation, we use
a notation in which NCR…T†…active site† and D

…T†…active site† are the NCR…T†
and

D
…T†

values calculated using the T1 and T2 cluster amplitudes of the active site
only, whereas N

…T†…other domains† is, simply, the local version of the triples correc-
tion of the standard CCSD(T) method written for the rest of the molecule (cf.
equation (84) for the original de®nition of N

…T†
). We could, of course, extend this

idea to other MMCC methods, such as CR-CCSD(TQ), should the need for the
higher-level treatment (because, for example, of the presence of multiple bonds in
the active site) arise. The above method of reducing or, perhaps, eliminating the
potential problems related to size inextensivity of approximate MMCC methods,
which has been inspired by our discussions with one of the principal contrib-
utors to local CC methodology, Dr Martin SchuÈ tz, has not yet been tested, but
we believe that an extension of the CR-CCSD(T) and similar MMCC-based
methods to very large systems along the lines described above is worth further
exploration.

In the above discussion of the approximate size extensivity of the MMCC
methods, we focused on the ground-state problem. The situation for excited states
is slightly di� erent, since the standard EOMCC methods, such as EOMCCSD, on
which the excited-state MMCC approaches discussed in sections 2.2, 3.1.1 and 3.1.3
are based, are not size extensive. For example, there are disconnected terms in the
EOMCCSD energy expression in the fourth order of perturbation theory [236±238].
This means that essentially all EOMCC or EOMCC-based methods, including, of
course, the excited-state MMCC(2,3), MMCC(2,4) and other MMCC(mA,mB)
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approaches [77, 78], discussed in this work (cf. sections 2.2, 3.1.1 and 3.1.3), and the

recently introduced SFCCSD and SFOD models [145, 146] that can be used to study

single bond breaking [145, 146] and singlet±triplet gaps in diradicals [147] rely on the

energy expressions having disconnected terms. On the other hand, the excited-state
MMCC(mA,mB) methods satisfy the same additive separability conditions as the

approximate EOMCC approaches that the MMCC(mA,mB) methods correct. For

example, it has been demonstrated, ®rst by Koch et al. [60] and later by others

[238,239], that the EOMCCSD method is capable of correctly describing the

separation of molecular excited states that correlate with the excited states of non-

interacting fragments corresponding to a single excitation of one of the fragments, in

spite of the presence of disconnected terms in the EOMCCSD energy expression.
This means that, unlike the limited CI approaches, the lack of size extensivity of the

standard EOMCCSD approach does not necessarily degrade the quality of the

EOMCCSD results for large molecules (see an excellent discussion of this subject in

[239]). Very similar remarks apply to all MMCC(2,mB) approaches, including

MMCC(2,3) and MMCC(2,4), as long as the wavefunction jCKi entering the

formula for the non-iterative correction ¯K …2; mB) (equation (46) with mA ˆ 2) has

the same `local excitation’ structure as the corresponding solution of the EOMCCSD
right eigenvalue problem [77]. The MMCC(2,mB) approaches, which improve the

EOMCCSD results, should actually provide a much better description of the

separation of molecular excited states that correlate with the excited states of non-

interacting fragments corresponding to a single excitation of one of the fragments

than the EOMCCSD method.

We should emphasize, however, that, in spite of these similarities, there is a major

di� erence between the standard EOMCC and excited-state MMCC(mA,mB)
methods. In the conventional EOMCC approaches, we can only hope that by

increasing the excitation level mA we reduce the error made in the calculations,

but we do not have any non-trivial relationship with full CI that would provide us

with additional guidance. In the excited-state MMCC(mA,mB) calculations, we are

improving the results of the standard EOMCC calculations, such as EOMCCSD, by

directly addressing the quantity of interest, i.e. EK ¡ E
…A†
K , where EK is the full CI

energy and E
…A†
K is the energy of state jCK i resulting from a standard EOMCC

calculation. Thus, the MMCC(mA,mB) results, albeit formally not size extensive, are

much more accurate than the results of the standard EOMCC calculations. This

automatically implies that the results of excited-state MMCC(mA,mB) calculations

provide a signi®cantly better description of the separation of molecular excited states

into electronic states of non-interacting subsystems, even when the underlying

EOMCC approximation is incapable of providing a correct description of this

separation process. An example illustrating this statement has been provided in
section 3.1.3, where we have shown, for example, that the MMCC(2,3) method

restores the asymptotic degeneracy of the excited states of CH
‡

, which is broken by

the EOMCCSD theory (see ®gure 1). We should also keep in mind that, in analogy

to the ground-state CC methods, the additive separability of the standard EOMCC

energies no longer holds if the reference con®guration jFXYi of system XY does not

factorize into a product of references jFXi and jFYi of subsystems X and Y in the
X ‡ Y limit. This creates serious problems for the standard, spin-adapted, RHF-

based, EOMCC methods, such as EOMCCSD, as shown in section 3.1.3 for the

CH
‡

system (see ®gure 1(a)). As in the case of the ground-state MMCC calculations,
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the excited-state MMCC(mA,mB) methods, such as MMCC(2,3) or MMCC(2,4),
employing the RHF con®guration as a reference, are capable of providing a highly
accurate description of the entire excited-state PESs, in spite of the apparent failure
of the standard, RHF-based, EOMCC approximations to do the same.

4. Summary and future outlook
We have provided a comprehensive overview of the new approach to the many-

electron correlation problem in atoms and molecules, termed the method of
moments of coupled-cluster equations (MMCC). The principal idea of the MMCC
formalism is that of the non-iterative energy corrections which, when added to the
ground- and excited-state energies obtained in the standard CC and EOMCC
calculations, such as CCSD or EOMCCSD, recover the exact, full CI, energies.
The existence of the rigorous relationships between the standard CC or EOMCC
energies and their exact, full CI, counterparts on which all MMCC approaches are
based provides us with new ways of controlling the accuracy of ab initio quantum-
chemical calculations. By directly addressing the quantities of interest, which are the
di� erences between the full CI and CC or EOMCC energies in a given basis set, and
by estimating those di� erences using the MMCC expressions, we can obtain results
which are signi®cantly better than the results of the standard CC calculations, such
as CCSD, CCSD(T) or EOMCCSD. This is particularly true in quasi-degenerate
situations, such as bond breaking, where the conventional arguments originating
from MBPT, on which the standard non-iterative CC approximations are based, fail
because of the divergent behaviour of the MBPT expansions at larger internuclear
separations. This is also true for larger portions of PESs of excited states, which are
very di� cult to describe by the standard EOMCC theories, such as EOMCCSD.

We have demonstrated that the MMCC formalism leads to a number of useful
approximations, including the renormalized and completely renormalized CCSD(T)
and CCSD(TQ) methods for the ground-state problem, the CI-corrected
MMCC(mA; mB) approaches for the ground and excited states and the most recent
QVMMCC methods, including QMMCC, which can be used to obtain excellent
results for multiple bond breaking. The main theoretical concepts have been
illustrated by examples of applications of approximate MMCC methods to ground-
and excited-state PESs of several molecular systems. We have provided an overview
of some of the material reported in the earlier original papers [41±46, 48, 49, 77, 78,
158] (cf. also [47, 97]) and discussed the most recent developments, such as the
QVMMCC and QMMCC approaches [161] and the CI-corrected MMCC(2,5) and
MMCC(2,6) methods [171]. We have also discussed new examples of applications of
the MMCC methods, including the bond breaking in ethane and methyl ¯uoride,
and the ground-state PES of the BeFH system, as described by the cc-pVTZ basis set
[210]. Finally, for the ®rst time ever, we have addressed the issue of size extensivity of
the approximate MMCC methods, showing that the departure from strict size
extensivity in the CR-CCSD(T) calculations is rather small, considering the crude
nature of the approximations de®ning this approach. We will continue exploring this
interesting issue in future papers.

We have clearly demonstrated that the MMCC theory provides us with a
framework for designing `black-box’ approaches that can be used in accurate
calculations of entire molecular PESs, or large portions of them, for a fraction of
the e� ort associated with multireference calculations. This, in particular, applies to
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the CR-CCSD(T) and CR-CCSD(TQ) approaches, which remove the pervasive
failing of the standard CCSD(T) and CCSD…TQf† approximations at larger inter-
nuclear separations, while preserving the ease of use and the relatively low cost of the
CCSD(T) and CCSD…TQf† calculations. As demonstrated in several calculations for
actual molecular systems, the CR-CCSD(T) method is particularly well suited for
PESs involving single bond breaking. If we need to study multiple bond breaking, we
have to switch to the higher-level CR-CCSD(TQ) and QMMCC theories. An
alternative approach to bond breaking is o� ered by the CI-corrected MMCC
methods. They are somewhat more complicated than the CR-CCSD(T) and CR-
CCSD(TQ) approaches, since they require that we perform additional CI calcula-
tions to generate trial wavefunctions jC0i or jCKi that enter the formulae for the
MMCC energy corrections, but they are still fairly straightforward, compared with
many other (e.g. multireference) methods, and they are relatively inexpensive.
Another advantage of the CI-corrected MMCC methods is the ability to provide
remarkable improvements in the EOMCC calculations for excited states, including
complicated excited states dominated by double excitations and bond breaking in
excited states.

We have recently incorporated the renormalized and completely renormalized
CCSD[T] and CCSD(T) methods in the GAMESS package [158]. We hope to be able
to incorporate other methods, such as CR-CCSD(TQ),b or MMCC(2,3), in
GAMESS in the future. This does not mean, however, that our e� ort ends there.
Clearly, the MMCC formalism needs further development and testing. Among
interesting formal problems that need to be addressed in the future are studies of the
open-shell extensions of the (C)R-CCSD(T) (C)R-CCSD(TQ) and CI-corrected
MMCC(mA; mB) methods. All methods described in this review allow us to study
PESs for singlet electronic states, which separate into open-shell states of fragments
into which a given molecular system dissociates. However, there are many applica-
tions in chemistry which involve PESs of doublet and triplet electronic states. The
success of the CR-CCSD(T) and CR-CCSD(TQ) methods in describing reactive
PESs and the apparent formal similarities between the standard and completely
renormalized CCSD(T) and CCSD(TQ) approaches prompt the development of
analytical derivatives for the CR-CCSD(T) and CR-CCSD(TQ) methods, so that we
could, for example, locate transition states on molecular PESs without resorting to
cumbersome numerical di� erentiation of the corresponding energies. The ®rst and
second analytical derivatives for the standard CCSD(T) method have already been
formulated [240±244], which should facilitate analogous work on the analytical
derivatives for the CR-CCSD(T) approach (some progress has already been made in
this area and analytical ®rst derivatives for the R-CCSD(T) approach have been
formulated and implemented [245]).

The similarity of the standard and renormalized CC energy expressions should
facilitate the development of the explicitly correlated (R12 [246±248]) variants of the
R-CCSD(T) and CR-CCSD(T) approaches and their (TQ) extensions, which would
be analogous to the existing CCSD[T]-R12 and CCSD(T)-R12 approaches [249±
251]. The CC-R12 theory [249±251], in which the correlation cusp is treated via
inclusion of terms that explicitly depend on the interelectronic distance rij in the CC
wavefunction, is characterized by a much faster convergence to the complete basis
set limit than the standard CC methods (cf., for example, [252±254]). The R12
extension of our renormalized and completely renormalized CCSD(T) and
CCSD(TQ) approaches would enable us to study the complete basis set limits for
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potential functions, vibrational spectra and other spectroscopic characteristics of

molecular systems with a relatively small e� ort.

When discussing the approximate size extensivity of MMCC approaches, we

have mentioned that it might be worthwhile to formulate the local extension of the
CR-CCSD(T) and CR-CCSD(TQ) methods, based on the local correlation formal-

ism of Pulay and Saebù [29±31]. The local variant of the standard CCSD(T)

approach has already been formulated [32±35], enabling the CCSD(T) calculations

for molecular systems with ¹100 atoms [32, 34, 35]. The local variant of CR-

CCSD(T), in which we would use the CR-CCSD(T) triples correction to describe the

active centre and the standard triples correction of the CCSD(T) theory to describe

the rest of a given molecular system, might help us to reduce the size inextensivity
errors in the CR-CCSD(T) calculations for very large systems, while reducing the

cost of the CR-CCSD(T) calculations by several orders of magnitude. Other

potential CPU time savings in the CR-CCSD(T) and CR-CCSD(TQ) calculations

might be obtained by employing the Laplace transform technique of AlmloÈ f [255].

This technique has successfully been used by Scuseria and co-workers [256] to reduce

the costs of the standard CCSD(T) calculations.

Last, but not least, it would be very useful if we could further simplify the
MMCC calculations for excited states by developing the excited-state extensions of

the CR-CCSD(T) and CR-CCSD(TQ) methods. The CI-corrected MMCC(2,3) and

MMCC(2,4) approaches discussed in sections 3.1.1 and 3.1.3 require that we run the

CISDt or CISDtq calculations (or some other relatively inexpensive MRCI-like

calculations) to produce the wavefunctions jCK i which appear in the MMCC(2,3)

and MMCC(2,4) excited-state corrections to EOMCCSD energies, equations (49)

and (50). Although the CISDt and CISDtq calculations are relatively inexpensive,
they also require that we de®ne active orbitals which correspond to excited electronic

states of interest. These active orbitals are, in many cases, very easy to determine, but

undoubtedly it would be much more convenient to be able to obtain the highly

accurate corrections to EOMCCSD energies with the ease of use of the ground-state

CCSD(T) or CR-CCSD(T) calculations, i.e. without performing any additional

calculations. As explained in the Introduction, the existing non-iterative triples

corrections to EOMCCSD or response CCSD excitation energies, including the
corrections de®ning the EOMCCSD(T) [65], EOMCCSD(~TT) [66], EOMCCSD(T

0
)

[66] and CCSDR(3) [70, 71] approaches, cannot be used in accurate calculations of

larger portions of excited-state PESs or doubly excited states of systems with quasi-

degenerate ground states.

In order to propose the excited-state analogue of the CR-CCSD(T) and CR-

CCSD(TQ) methods, we must come up with intelligent guesses for excited-state

wavefunctions jCKi that would rely solely on the information that can be extracted
from the CCSD and EOMCCSD calculations, namely the T1 and T2 components of

the CCSD cluster operator and the RK;0, RK;1 and RK ;2 components of the

EOMCCSD excitation operator. In order for those guesses to be simple enough to

enable calculations for larger systems, we must rely on the MBPT-like arguments,

which are similar to the arguments that led to the discovery of the standard CCSD[T]

and CCSD(T) triples corrections.
We have recently started testing an excited-state MMCC(2,3) formalism in which

the wavefunction jCKi entering the MMCC(2,3) energy formula, equation (49), is

de®ned in the following manner [257]:
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jCKi ˆ fRK;0 ‡ …RK ;1 ‡ RK ;0T1† ‡ ‰RK ;2 ‡ RK;1T1 ‡ RK;0…T2 ‡ 1
2 T 2

1
†Š

‡ ‰ ~RRK;3 ‡ RK;2T1 ‡ RK ;1…T2 ‡ 1
2 T 2

1
† ‡ RK;0…T1T2 ‡ 1

6 T3
1
†ŠgjFi; …147†

where

~RRK;3jFi ˆ
X

i<j<k
a<b<c

Mabc
K;ijk

…2†

!EOMCCSD
K

¡ hFabc
ijk

j… ·HHCCSD
1

‡ ·HHCCSD
2

‡ ·HHCCSD
3

†jFabc
ijk

i
jFabc

ijk
i; …148†

with

!
EOMCCSD
K

ˆ EEOMCCSD
K

¡ ECCSD
0

…149†

representing the vertical excitation energy of the EOMCCSD theory, with T1, T2,
RK;0, RK;1 and RK;2 representing the relevant many-body components of the CCSD
and EOMCCSD cluster and excitation operators and with ·HHCCSD

n de®ning the n-
body component of the CCSD similarity-transformed Hamiltonian. The wavefunc-
tion jCKi, equation (147), is essentially equivalent to the truncated form of the
…RK;0 ‡ RK;1 ‡ RK;2 ‡ ~RRK;3†eT1‡T2 jFi wavefunction, in which we neglect higher-
than-triply excited con®gurations relative to reference jFi. As we will show elsewhere
[257], the above formula for jCK i can be derived by analysing the approximate form
of the EOMCCSDT eigenvalue problem.

We can view equation (147), with ~RRK ;3 de®ned by equation (148), as an excited-
state extension of the ground-state wavefunctions jCCCSD‰TŠ

0
i and jCCCSD…T†

0
i,

equations (63) and (64), respectively, de®ning the CR-CCSD[T] and CR-CCSD(T)
methods, in which the MBPT(2)-like triples T

‰2Š
3

jFi contribution is replaced by
~RRK;3

jFi. The main di� erence between T
‰2Š
3

jFi and its excited-state ~RRK;3
jFi counter-

part lies in the way we handle the perturbation theory denominators corresponding
to triple excitations in each case. In equation (148), we use the diagonal part of the
TT block of ·HHCCSD instead of the standard sum of di� erences of orbital energies
("i ‡ "j ‡ "k ¡ "a ¡ "b ¡ "c) entering the three-body part of the MBPT reduced
resolvent R

…3†
0 . One can easily show that the only components of ·HHCCSD that enter

the diagonal part of the TT block of the CCSD similarity-transformed Hamiltonian
are the one-, two- and three-body components [257] (see equation (148)). In equation
(148), we also use the complete moments Mabc

K;ijk
…2†, instead of their lowest-order

hFabc
ijk

j…VNT2†C
jFi estimates de®ning T

‰2Š
3

jFi, equation (65), that are used to de®ne

the ground-state wavefunctions jCCCSD‰TŠ
0

i and jCCCSD…T†
0

i.
The details of the resulting MMCC(2,3) formalism, which essentially reduces to

the CR-CCSD[T] or CR-CCSD(T) theory when K ˆ 0, and which we call the
completely renormalized EOMCCSD(T) (CR-EOMCCSD(T)) method, will be
reported elsewhere [257]. As a matter of fact, we have not ®nished testing this
`black-box’ variant of the excited-state MMCC(2,3) approach. However, we have
already applied the new CR-EOMCCSD(T) method to excited states of the CH

‡
, N2

and C2 systems discussed in section 3.1.4. The preliminary results of our CR-
EOMCCSD(T) calculations are shown in table 16. As we can see, the CR-
EOMCCSD(T) approach reduces the large errors in the EOMCCSD results for
states dominated by doubles (the 2 1§

‡
, 1 1¢ and 2 1¢ states of CH

‡
and the 1 1¢g

and 1 1¦g states of C2) as e� ectively as the CI-corrected MMCC(2,3) method (cf. the
MMCC(2,3) results in table 3 with the CR-EOMCCSD(T) results in table 16). For
the remaining states, which are dominated by singles and for which EOMCCSD is
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reasonably accurate, we usually observe the reduction of errors, from ¹0.1±0.2 eV in
the EOMCCSD case to ¹0.01±0.05 eV in the CR-EOMCCSD(T) case. The mean
absolute errors in the excitation energies corresponding to all seven states of CH

‡
,

all four states of N2 and all four states of C2 listed in table 16 are 0.043, 0.129 and
0.096 eV, respectively. This is a lot better than the 0.407, 0.199 and 1.012 eV mean
absolute errors in the EOMCCSD results and, with an exception of N2, this is as
good as the full EOMCCSDT description (see table 4). The mean errors in the
excitation energies for CH

‡
at two stretched geometries, RC-H ˆ 1:5Re and

RC-H ˆ 2Re, are 0.123 and 0.194 eV, respectively [257]. This is a reduction of errors
in the EOMCCSD results almost by an order of magnitude. The results of the CI-
corrected MMCC(2,3) and full EOMCCSDT calculations are somewhat better, but
it is quite remarkable that the simple, `black-box’ type, CR-EOMCCSD(T)
approach de®ned by equation (49), with jCKi de®ned by equation (147), can provide
results of this high quality. There are some problems with obtaining a well-balanced
description of the lowest 1¦u state of N2 (cf. table 16), which means that we may
have to modify the above formula for jCKi, but it is already quite clear to us that we
can use the MMCC(2,3) approximation as a vehicle towards the formulation of the
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Table 16. A comparison of the CR-EOMCCSD(T), full CI and other CC results for the
vertical excitation energies of CH

‡
, N2 and C2 (in eV).

a
The full CI values are the

excitation energies. All other values are the deviations from the full CI results. The n
1
X

energy is the excitation energy from the ground state (1
1
§

‡
for CH

‡
and 1

1
§

‡
g for N2

and C2) to the nth singlet state of symmetry X.

Molecule State Full CI
a

EOMCCSD CC3
b

EOMCCSDt
c;d

EOMCCSDT
e

CR-EOMCCSD(T)
f

CH
‡

2
1
§

‡
8.549 0.560 0.230 0.092 0.074 0.117

3
1
§

‡
13.525 0.055 0.016 0.000 0.001 0.011

4
1
§

‡
17.217 0.099 0.026 0.012 70.002 0.025

1
1
¦ 3.230 0.031 0.012 0.003 70.003 0.007

2
1
¦ 14.127 0.327 0.219 0.094 0.060 0.113

1
1
¢ 6.964 0.924 0.318 0.057 0.040 0.027

2
1
¢ 16.833 0.856 0.261 0.016 70.038 70.002

N2
g

1
1
¦g 9.584 0.081 0.033 0.029 0.009 0.128

1
1
§

¡
u 10.329 0.136 0.007 70.005 0.004 0.033

1
1
¢u 10.718 0.180 0.009 0.001 0.008 0.053

1
1
¦u 13.609 0.400 0.177 0.090 0.052 0.300

C2
g

1
1
¦u 1.385 0.089 70.068 70.047 0.034 70.002

1
1
¢g 2.293 2.054 0.859 0.285 0.407 0.283

1
1
§

‡
u 5.602 0.197 70.047 0.088 0.113 0.046

1
1
¦g 4.494 1.708 0.496 0.075 0.088 0.054

a
The full CI results and basis set for CH

‡
taken from [168] (see also [79]). The full CI results

and basis sets for N2 and C2 taken from [71]. The equilibrium bond lengths in CH
‡

, N2 and C2

are 2.137 13, 2.068 and 2.348 bohr, respectively.
b

The CC3 results for CH
‡

taken from [69]. The CC3 results for N2 and C2 taken from [71].
c
From [75, 76, 81]. For N2 , the Cartesian d functions were used, instead of the spherical d

functions that were used in the remaining calculations for this molecule.
d

For CH
‡

, the active space consisted of the 3s, 1px
² 1p, 1py

² 2p and 4s orbitals. For N2,
the active space consisted of the 3sg, 1pu, 2pu, 1pg, 2pg and 3su orbitals. For C2, the active
space consisted of the 1pu, 2pu, 3sg, 3su , 1pg and 2pg orbitals.
e

From [76] (CH
‡

) and [81] (N2 and C2).
f

From [257].
g

The lowest-energy core orbitals, 1sg and 1su, were kept frozen.
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successful excited-state extension of the ground-state CR-CCSD(T) approach.
Undoubtedly, the above preliminary CR-EOMCCSD(T) results for the excited
states of CH

‡
, N2 and C2 are encouraging, but we have to make sure that we can

obtain equally good results for other molecular systems, including larger molecules
and larger basis sets. The CR-EOMCCSD(T) and similar approaches are currently
under intense investigation by our group and further results of this e� ort will be
reported as soon as they become available [257].
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Appendix A. An elementary derivation of equation (9)
The ground-state MMCC theory and all MMCC approximations, including the

CI-corrected MMCC methods for ground electronic states, the renormalized and
completely renormalized CCSD[T], CCSD(T) and CCSD(TQ) approaches and the
quasi-variationa l and quadratic CC methods discussed in this article, are based on
equation (9). As mentioned in section 2.1, equation (9) was initially discovered as a
byproduct of the more general studies of the mathematical relationships between
multiple solutions of systems of nonlinear equations representing di� erent standard
CC approximations [41]. Shortly after the discovery of equation (9), Piecuch and
Kowalski came up with another derivation of the same formula [42], which is based
on applying the resolution of identity to the asymmetric energy expression de®ning
the MMCC functional LCC ‰CŠ, equation (23). This simple derivation of equation (9),
which has originally been reported in appendix A of [42], is described here.

In order to derive equation (9), we ®rst insert the resolution of identity,

P ‡
XN

nˆ1

Qn ˆ 1; …150†

where

P ˆ jFihFj …151†

is the projection operator onto the one-dimensional subspace spanned by the
reference con®guration jFi and Qn is the projection operator onto the subspace of
the n-tuply excited con®gurations relative to jFi, into equation (23) de®ning the
MMCC functional LCC‰CŠ. We obtain
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LCC‰CŠ ˆ hCjP…H ¡ E
…A†
0

†eT
…A† jFi=hCjeT

…A† jFi

‡
XN

nˆ1

hCjQn …H ¡ E
…A†
0

†eT
…A† jFi=hCjeT

…A† jFi: …152†

Since cluster operator T
…A†

is the excitation operator, so that …T …A††y
and its powers

annihilate jFi, we can rewrite the formula for the CC energy as follows (cf. equation
(8)):

E
…A†
0

ˆ hFje¡T
…A†

HeT
…A† jFi ˆ hFjHeT

…A† jFi: …153†

This implies that the ®rst term on the right-hand side of equation (152) vanishes.
Indeed,

hCjP…H ¡ E
…A†
0

†eT
…A† jFi=hCjeT

…A† jFi ˆ hCjFi…hFjHeT
…A† jFi ¡ E

…A†
0

†=hCjeT
…A† jFi

ˆ 0; …154†

so that

LCC‰CŠ ˆ
XN

nˆ1

hCjQn …H ¡ E
…A†
0

†eT
…A† jFi=hCjeT

…A† jFi: …155†

By applying the well-known property of the CC exponential ansatz [3, 4, 15, 18,
41],

HeT
…A† jFi ˆ eT

…A† …HeT
…A† †

C
jFi ˆ eT

…A†
·HH

…A†jFi; …156†

where ·HH
…A†

is the similarity-transformed Hamiltonian of the CC theory, equation
(6), it can be immediately shown that

Qn HeT
…A† jFi ˆ Qn

Xn

jˆ0

…eT
…A† †

n¡j
…HeT

…A† †
C; j

jFi ˆ
Xn

jˆ0

Qn …eT
…A† †

n¡j
·HH

…A†
j

jFi; …157†

where, in general, Oj represents the j-body component of operator O. Equation (156)
can be easily obtained by multiplying HeT

…A† jFi on the left by eT
…A†

e
¡T

…A† ˆ 1 and
by realizing that the similarity-transformed Hamiltonian ·HH

…A†
can be identi®ed with

the connected product of H and eT
…A†

(see, for example, [15, 18, 41] for more
information). Because of equation (8), the j ˆ 0 term in the above summation gives
the unlinked, energy-dependent , part of Qn HeT

…A† jFi, namely E
…A†
0 Qne

T
…A† jFi. We

can, therefore, rewrite equation (157) in the following form [41, 42]:

Qn …H ¡ E
…A†
0

†eT
…A† jFi ˆ

Xn

jˆ1

Qn …eT
…A† †

n¡j
·HH

…A†
j

jFi ˆ
Xn

jˆ1

Qn Cn¡j…mA† MCC
j

…mA†jFi;

…158†

where Cn¡j…mA† is the …n ¡ j†-body component of eT
…A†

, equation (10), and
MCC

j
…mA†jFi is de®ned by equation (11). In deriving equation (158), we used an

obvious identity

·HH
…A†
j

jFi ˆ Qj ·HH
…A†jFi ² MCC

j
…mA†jFi: …159†

It is worth noticing that since the zero-body contribution …eT
…A† †

0 equals 1, the j ˆ n
terms in equations (157) and (158) correspond to the connected component of
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Qn HeT
…A† jFi, i.e. Qn…HeT

…A† †
C

jFi. The remaining terms with 0 < j < n represent the
linked, but disconnected, components of Qn HeT

…A† jFi (see [41] for further details).
The substitution of equation (158) into equation (155) gives the following result:

LCC ‰CŠ ˆ
XN

nˆ1

Xn

jˆ1

hCjQn Cn¡j…mA† MCC
j

…mA†jFi=hCjeT
…A† jFi: …160†

If we assume that the wavefunction jCi in equation (160) is the exact, full CI,
ground-state jC0i, so that we can replace LCC‰CŠ by the energy di� erence
E0 ¡ E

…A†
0

² ¯
…A†
0 (cf. equation (24)), we obtain

¯
…A†
0

ˆ
XN

nˆ1

Xn

jˆ1

hC0jQn Cn¡j…mA† MCC
j

…mA†jFi=hCjeT
…A† jFi: …161†

Equation (161) is a general result, which is valid for any values of cluster amplitudes
de®ning T

…A†
. In practical applications of the MMCC theory, we assume, of course,

that T
…A†

is obtained by solving the standard CC equations, equation (5). In other
words, we impose a requirement that the generalized moments MCC;…j†

J
…mA† with

j ˆ 1; . . . ; mA vanish. This immediately implies that (cf. equations (5), (11) and (12))

MCC
j

…mA†jFi ˆ 0; for j ˆ 1; . . . ; mA: …162†

The substitution of equation (162) into equation (161) reduces the summations over
n and j in equation (161) to

P
N
nˆmA‡1

P
n
jˆmA‡1, giving us the desired result, equation

(9).

Appendix B. An elementary derivation of equation (30)
The derivation of equation (30), which represents the generalization of equation

(9) to all electronic states, is based on applying the resolution of identity to the
functional LEOMCC‰CŠ, equation (35) [77]. As pointed out in section 2.2, the
LEOMCC‰CŠ functional gives us the exact value of the energy correction ¯

…A†
K , equation

(1), when jCi is replaced by the exact, full CI, state jCKi (see equation (36); let us
recall that K ˆ 0 corresponds to the ground state and the K > 0 values correspond
to excited states). Thus, in deriving equation (30), it is su� cient to focus on the
values of LEOMCC‰CŠ for jCi ˆ jCKi. As shown in [77], the derivation of equation
(30) becomes very compact, when we base it on the following form of the resolution
of identity:

P ‡ Q
…A† ‡ Q

…R† ˆ 1; …163†

where P and Q
…A†

are de®ned by equations (151) and (7), respectively, and

Q
…R† ˆ

XN

nˆmA‡1

Qn: …164†

In analogy to the derivation of equation (9), we ®rst premultiply …H ¡ E
…A†
K

† in the
formula for LEOMCC‰CK Š, equation (35), by eT

…A†
e

¡T
…A† ˆ 1 (cf. equation (156) in

appendix A). Because of equation (36), we obtain

¯
…A†
K

ˆ LEOMCC‰CK Š ˆ hCK jeT
…A† … ·HH

…A† ¡ E
…A†
K

†R
…A†
K

jFi=hCK jR
…A†
K eT

…A† jFi; …165†
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where ·HH
…A†

is the similarity-transformed Hamiltonian of the CC theory correspond-
ing to T ˆ T

…A†
, equation (6). Next, we insert the resolution of identity, equation

(163), before and after the leftmost eT
…A†

in the numerator of equation (165) and
utilize the fact that the EOMCC excitation operator R

…A†
K satis®es equation (29). We

obtain

¯
…A†
K

ˆ hCK j…P ‡ Q
…A† ‡ Q

…R†† eT
…A†

Q
…R†… ·HH

…A† ¡ E
…A†
K

†R
…A†
K

jFi=hCK jR
…A†
K eT

…A† jFi:
…166†

Since the projection operator Q
…R†

, equation (164), involves the excited con®gura-
tions with the excitation level higher than mA, we can immediately write that

…P ‡ Q
…A†† eT

…A†

Q
…R† ˆ 0: …167†

Moreover, R
…A†
K contains the many-body components RK;n with n µ mA, so that

Q
…R†

R
…A†
K

jFi ˆ 0: …168†

By inserting equations (167) and (168) into equation (166), we obtain

¯
…A†
K

ˆ hCK jQ…R†
eT

…A†

Q
…R†… ·HH

…A†
R

…A†
K

†jFi=hCK jR
…A†
K eT

…A† jFi: …169†

The substitution of equation (164) into equation (169), combined with the fact that
QneT

…A†
Qj vanishes unless j µ n (recall that T

…A†
is the excitation operator), gives

¯
…A†
K

ˆ
XN

nˆmA‡1

Xn

jˆmA‡1

hCK jQn eT
…A†

Qj … ·HH
…A†

R
…A†
K

†jFi=hCK jR
…A†
K eT

…A† jFi …170†

or (cf. equation (31))

¯
…A†
K

ˆ
XN

nˆmA‡1

Xn

jˆmA ‡1

hCK jQn eT
…A†

MEOMCC
K; j

…mA†jFi=hCK jR
…A†
K eT

…A† jFi; …171†

which is the desired result, equation (30), if we realize that the only many-body
component of eT

…A†
that can enter Qn eT

…A†
MEOMCC

K; j
…mA†jFi is the …n ¡ j†-body term

Cn¡j…mA†, equation (10).
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